part, by acquiring several two-dimensional views. The plots in Fig. 2c, f and k indicate that ants may have adopted a strategy of sampling more often close to the cone, where image size changes rapidly, and less frequently further away, where image size is less dependent on range. Sampling the cone at equi-angular separations gives the ant a series of views that evenly covers the transformation of the shape from its first sighting to the ant’s arrival at its base (Fig. 1e, f, g).

Methods

Housing, training and testing ants. Ant nests were kept in large plastic tanks. Individually marked foragers collected sucrose on a flat shelf (120 cm by 80 cm) above the nest which they reached by means of a paper ‘drawbridge’ (Fig. 1a). Ants from one colony foraged for sucrose at the base of a black upright cone (7-cm base, 12-cm height). The cone was inverted for ants from another colony. Both cone types were present during the training for the choice experiment (Fig. 1) and the positions of the cones were swapped frequently. One cone was associated with the sucrose and the other was an unrewarded distractor. The shelf was wiped with alcohol after each foraging trip to remove possible trail pheromones.

Video-recording and analysis. The ~30-cm trips to and from the feeder were video-recorded from above and analysed automatically to obtain the ant’s position and the orientation of its body axis. The retinal position of the edge of the cone was calculated on the assumption that the head is aligned with the body. High-magnification video-recordings of ants as they walked straight and turned corners showed that the head is kept mostly aligned with the body. On straight paths, the mean angle between head and body was 0.013° (s.d. = ± 1.19°, n = 90 frames), and while the ant was performing a 83° turn the mean angle between head and body was 2.57° (s.d. = ± 3.78°, n = 23 frames).

Plateaux were selected using a computer algorithm that fitted straight-line segments to the plots of the retinal position of edges. The plateaux collected from all the approaches made by one ant to the same stimulus were sorted into a histogram, which displays how long the edge was held in different retinal positions. Peaks in the histogram were then found using another computer algorithm. The data were first smoothed with a binomial filter of width 1, and the peak positions were given by the positions of the remaining local maxima.

Assessing the similarity of multimodal distributions. Statistical tests were performed on the data from each ant using the positions of the peaks. We compared the similarity of peak positions from approaches to cones and approaches to extended edges, or from departures from cones and approaches to extended edges. The computer picked out the closest matching pairs of peaks in the two distributions as follows: for any given peak in the edge-derived data, the closest peak in the cone-derived data was found. Provided that the reverse also held, that is, that the original peak in the edge-derived data was the closest peak to the matched peak in the cone-derived data, the interpeak difference was recorded. The pair was removed from the data set. This was continued until there were no further matches. The process was repeated with data from the other ants, and the standard deviation of all of the peak differences, assuming a mean difference of zero, was taken as a measure of the similarity of the distributions. The better the match between the peak distributions, the smaller this similarity score was.

5,000 sets of artificially generated cone-derived data were then matched to the real edge-derived data using the same procedure. For each ant, the artificial data sets each had the same number of peaks as the real data, but the peaks were distributed randomly between 0° and 80° from the midline, with the constraint of a minimum separation of 6° and a maximum separation of 24° between peaks. We computed a similarity score across all ants for each data set. The number of sets out of the 5,000 that scored less than the real data was taken as the probability of getting the real match by chance. 4
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fixation depth. Figure 1b shows that performance—the ability to judge surface order—decreased predictably as the disparity decreased, suggesting that monkeys were doing the task as required.

In simultaneous, single-neuron recordings of MT activity, we oriented cylinders so that one surface moved in the neuron’s preferred direction (determined in preliminary tests), the other in the opposite direction. We expected responses to depend on surface order because MT cells tend to prefer motion either behind or in front of the fixation point (far or near)\(^7\). Preferred-direction motion on the ‘active’ side tends to excite, whereas antipreferenced motion on the active side tends to suppress\(^8\). Therefore, one of the two surface orders should be optimal because it places preferred motion on the active side while placing antipreferring motion on the other side. Indeed, when the highest-disparity cylinders were shown, 68/109 MT cells responded significantly better to one of the two surface orders (\(P < 0.05, t\)-test).

Responses were linked to the perception of surface order. The cell in Fig. 2, for example, preferred the front going down, the back up, and this was true whether that surface order was specified with disparity (top) or simply perceived as such in a zero-disparity stimulus (bottom). Of the 68 cells with a preferred surface order (see above), 34 responded differently when the stimulus was perceived with different surface orders (\(P < 0.05, t\)-test; see Methods). Most cells (27/34) showed ‘correlated’ behaviour, meaning that responses were higher when the neuron’s preferred order (defined at the highest disparity) was perceived. This was true for both types of cells irrespective of whether they had a preferred direction in front (17/20) or in the back (7/9; 5 cells not classifiable as near or far). Given the low frequency of cells with the opposite behaviour (7 of 68 possible), it is not clear whether a distinct cell class of this type really exists.

Although disparity cues bias perception in favour of a particular surface order, all stimuli were potentially bistable (could be perceived either way) (Fig. 1b). Figure 3a shows that whatever the disparity, and whatever the specified surface order, responses were higher when the neuron’s preferred surface order was perceived (compared with the non-preferred order). Moreover, whether the variable was the specified surface order (100% disparity) or the perceived surface order (zero disparity), the time course over which activity diverged was similar (Fig. 3b). Thus, to the extent that the perceived surface order of a given stimulus differed, MT activities tended to reflect that difference.

Previous experiments with flat patterns showed that opposite motion directions suppress MT responses, but that this suppression decreases, and in some cases changes to facilitation, when opposite directions are shown at different disparities\(^8,9\). This suggests that there are inhibitory connections between MT cells tuned for opposite directions and similar depths (Fig. 4a), and excitatory connections between cells tuned for opposite directions and different depths (that is, near rather than far). Such depth-dependent interactions may be important for computing surface movement because they emphasize coherent (same direction) motion signals while suppressing random signals (motion noise) from a given surface\(^8,10\).

Structure-from-motion perception may begin with the bistable nature of this circuitry. MT cells typically prefer either near or far
stimuli, but their tuning is broad enough that they also respond to zero-disparity stimuli. Therefore, a zero-disparity cylinder projection could potentially activate four neuronal pools, tuned (assuming a vertical cylinder) for near-right, near-left, far-right and far-left (Fig. 4a). But because of the inhibition and excitation discussed above, an even distribution of activity would be unstable, tending to ‘fall’ into a distribution that places opposite directions in different depth channels. For example, an increase in the activity of near-right cells could lead to a suppression of near-left cells and an activation of far-right cells; the far-left cells, in turn, would suppress the far-right cells, and so on. The resulting activity distribution would be concentrated in the near-right and far-left channels, presumably resulting in the perception of the front surface moving right, the back moving left (Fig. 4b). On different trials, activity might instead end up in the near-left and far-right channels, depending on the adaptation, or fatigue, of the different channels at the outset of each trial.

In some MT neurons, activity increases when the monkey pays attention to that neuron’s preferred direction. Assuming our monkeys always attended the cylinder’s front surface, this could produce an artefact by increasing activity when the neuron’s preferred direction appears in front. However, many neurons responded best when their preferred direction was in the back. Moreover, when a neuron preferred a given surface order (based on disparity), it typically responded best when that order was perceived. This cannot be explained by an attention effect, unless the monkeys learned selectively to attend to one of the two surfaces, depending on the response properties of the neuron currently being tested. This is extremely unlikely.

Area MT is no doubt specialized for motion computation, but there is accumulating evidence that it also has a role in three-dimensional surface representation. MT neurons have large receptive fields, capable of spatially integrating motion cues; they are direction- and depth-selective, consistent with surface-oriented motion computation; and they exhibit direction opponency, which may be used for surface-specific noise reduction. MT neurons are thus well suited to the task of transforming motion cues into information about surfaces and depth. In fact, MT lesions impair monkeys in tasks where three-dimensional structure is judged from motion cues. Up to now, however, there has been no direct evidence that the perception of structure is linked to activities in MT. Our findings provide this evidence, and as such they suggest that MT has a central role in structure-from-motion perception. Of course, perception may occur in a different area which receives input from MT. But wherever it occurs, our findings indicate that the perception of structure is ultimately influenced by the segregation of MT activity into separate depth channels.

**Methods**

**Stimuli.** Visual stimuli were shown on a 21-inch CRT screen, 57 cm from the monkey’s eyes. Isolated neurons were tested to find their approximate receptive field, and subsequent stimuli were centered within this field. Neurons were tested for single-pattern direction selectivity as described. Cylinder projections were 7" wide and 7" tall, contained 150 randomly placed dots, and rotated at 100° per second. Cylinders were positioned with their centre 3.0–8.2° from the fixation point, and with 10/109 exceptions, no part of the cylinder overlapped the fixation point. All cylinders had their centre at zero disparity, so one surface appeared near, the other far, relative to the fixation depth. Dots were rendered in stereo with an anaglyph system.

Most neurons were tested with cylinders containing 5 disparity levels (0, 12.5, 25, 50 and 100%) as explained in the text. However, in preliminary tests with 31 of the neurons, only two disparities were tested: one low (0 or 12.5%) and one high (25–100%). Results from these cells were similar to those overall, so they were combined with the remaining cells to form the present data set.

**Task.** Monkeys fixated for 0.5 s before, 1 s during, and 0.5 s after the 1-s cylinder presentation. Selection targets were 5.5° on either side of the cylinder’s rotation axis, positioned on a line bisecting the cylinder’s height. Monkeys were rewarded with a drop of juice for choosing the target corresponding to the direction of the front surface (for zero-disparity cylinders, rewards were given randomly at a frequency of 80%).

**Eye position.** Monkeys were required to fixate within a 3° square window while the cylinder appeared on the screen. Subsequent analysis showed that eye position remained inside a 1° window in 97% of the trials. The within-trial standard deviation of eye position, sampled at 100 Hz, was 0.05° horizontal, 0.12° vertical.

In one of the monkeys, both eye positions were measured simultaneously to calculate the depth of fixation (units of degrees angular disparity). Standard deviation was 0.05° within trials and 0.07° from trial-to-trial. Comparing trials in which opposite surface orders were perceived revealed no differences in fixation depth ($P \geq 0.05$ in 95% of the t-tests; $n = 53$).

**Analysis.** Our main analysis involved testing for a response difference ($P < 0.05$, t-test) associated with the perceived surface order of one or more of the stimuli (each stimulus defined by a given disparity and surface order). Multiple t-testing can in theory increase the false-positive rate, but it cannot account for the high percentage of ‘correlated’ cells (see text), because false positives have an even chance of being correlated.
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Glycine-receptor activation is required for receptor clustering in spinal neurons

J. Kirsch & H. Betz
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The ability of nerve cells to receive up to several thousands of synaptic inputs from other neurons provides the anatomical basis for information processing in the vertebrate brain. The formation of functional synapses involves selective clustering of neurotransmitter receptors at presumptive postsynaptic regions of the neuronal plasma membrane. Receptor-associated proteins are believed to be crucial for this process. In spinal neurons, synaptic targeting of the inhibitory glycine receptor (GlyR) depends on the expression of the anchoring protein gephyrin. Here we show that the competitive GlyR antagonist strychnine and L-type Ca²⁺-channel blockers inhibit the accumulation of GlyR and gephyrin at postsynaptic membrane areas in cultured rat spinal neurons. Our data are consistent with a model in which GlyR activation that results in Ca²⁺ influx is required for the clustering of gephyrin and GlyR at developing postsynaptic sites. Similar activity-driven mechanisms may be of general importance in synaptogenesis.

Inhibitory neurotransmission in adult spinal cord is largely mediated by the strychnine-sensitive glycine receptor GlyR. The developmental sequence of GlyR expression is recapitulated in primary cultures prepared from rodent spinal cord at embryonic day 14 (refs 11, 12). After 6–10 days in vitro, more than 90% of the neurons in these cultures express functional glycine receptors. By using double labelling with the GlyR-specific monoclonal antibody 4a (ref. 15) and a polyclonal antibody raised against synaptic vesicle proteins (anti-SVP)16, it has been shown that synaptic contacts between neurons that are characterized by the close apposition of pre- and postsynaptic antigens are established after one week in culture16. We find that early treatment (within 24 h of plating) of rat spinal cord cultures with 30 μM tetrodotoxin, which blocks neuronal activity by inhibiting voltage-dependent Na⁺ channels, prevents formation of postsynaptic GlyR clusters (data not shown). To determine whether activation of GlyR could be responsible for this activity dependence, we added the competitive antagonist strychnine to the culture medium: this did not affect the formation of neurites and nerve terminals enriched in synaptic vesicle antigens, but the number of GlyR clusters was markedly reduced and immunoreactivity of antibody 4a was evident in large intracellular structures that could be endosomes (Fig. 1a). Likewise, the GlyR-associated peripheral membrane protein gephyrin revealed by monoclonal antibody 7a (ref. 15) was no longer detected at postsynaptic sites after strychnine treatment but was seen instead at sites of focal cell attachment (Fig. 1b), as described for the early stages in development1. The overall content of GlyR and gephyrin was not reduced by addition of strychnine, as shown by dot immunoassay (Fig. 1c, d). Inhibition of GlyR clustering by strychnine was reversible after washout of strychnine at day 8 in vitro, and if strychnine was added after 8 days in vitro, when GlyR clusters had already formed, the postsynaptic localization of antigens detected...