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Abstract
Objective. Electrocorticogram (ECoG)-based brain-computer interfaces (BCIs) are a promising
platform for the restoration of motor and sensory functions to those with neurological deficits.
Such bi-directional BCI operation necessitates simultaneous ECoG recording and stimulation,
which is challenging given the presence of strong stimulation artifacts. This problem is exacerbated
if the BCI’s analog front-end operates in an ultra-low power regime, which is a basic requirement
for fully implantable medical devices. In this study, we developed a novel method for the
suppression of stimulation artifacts before they reach the analog front-end. Approach. Using
elementary biophysical considerations, we devised an artifact suppression method that employs a
weak auxiliary stimulation delivered between the primary stimulator and the recording grid. The
exact location and amplitude of this auxiliary stimulating dipole were then found through a
constrained optimization procedure. The performance of our method was tested in both
simulations and phantom brain tissue experiments.Main results. The solution found through the
optimization procedure matched the optimal canceling dipole in both simulations and
experiments. Artifact suppression as large as 28.7 dB and 22.9 dB were achieved in simulations and
brain phantom experiments, respectively. Significance.We developed a simple constrained
optimization-based method for finding the parameters of an auxiliary stimulating dipole that
yields optimal artifact suppression. Our method suppresses stimulation artifacts before they reach
the analog front-end and may prevent the front-end amplifiers from saturation. Additionally, it can
be used along with other artifact mitigation techniques to further reduce stimulation artifacts.

1. Introduction

Most people living with chronic spinal cord injury
(SCI) are affected by impairment of sensory and
motor functions below the level of injury. Brain-
computer interfaces (BCIs) may be a promising
approach to addressing SCI and many other neuro-
logical conditions [1]. Subdurally recorded electro-
corticogram (ECoG) is a suitable signal platform for
BCI applications because ECoG electrode grids are
not as invasive as intracortical microelectrode arrays,
yet their spatio-temporal resolution, signal-to-noise

ratio (SNR), and susceptibility to artifacts are far
superior to those of electroencephalogram (EEG) [2].
Recent studies showed promising results in using
ECoG-based BCIs to restore motor functions to those
with severe paralysis [3, 4]. However, these BCI sys-
tems exclusively relied on visual feedback. There-
fore, their performance was arguably suboptimal
due to the lack of proprioceptive and tactile feed-
back. Since these percepts can be elicited by ECoG
electrostimulation [5, 6], it can be envisioned that
sensory information will be integrated into future
ECoG-based BCIs. These bi-directional (BD)-BCIs
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will have the capability to concurrently restore motor
and sensory functions in a biomimetic manner.

Unlike similar bi-directional brain interfaces,
such as responsive neurostimulators (RNSs) [7],
where simultaneous recording and stimulation are
not necessary, BD-BCIs for movement restoration
must decode movement intentions while simul-
taneously eliciting artificial sensation. Simultaneous
recording and stimulation in this fashion poses a sig-
nificant challenge due to the presence of extremely
strong stimulation artifacts [8]. For example, given
a typical electrode-tissue impedance of 1 kΩ [9] and
sensation-eliciting stimulating current of 5 mA [5],
the stimulation voltage of 5 V may be necessary.
In contrast, recorded ECoG signals have substan-
tially smaller amplitudes (<100 µV [2]). To mitig-
ate this problem, various artifact suppression tech-
niques have been proposed [10], ranging from those
focused on analog front-ends [11, 12] to digital filter-
ing [11, 13, 14]. However, these approaches would fail
if the amplifiers were saturated by extremely strong
artifacts, and no amount of signal processing could
recover neural signals of interest. Amplifier satura-
tion is even more likely for analog front-ends oper-
ating in an ultra-low power (ULP) regime, which is
a basic requirement for fully implantable BCIs. This
issue thus necessitates a solution that works at the
front-end in order to prevent saturation and preserve
the recording.

Recently, we introduced an artifact cancellation
technique [15], where the stimulation artifacts were
reduced by introducing weak canceling currents via
ECoG electrodes located between the primary stimu-
lator and the recording electrodes. Themajor advant-
age of this approach is that it suppresses artifacts
before they reach recording electrodes while min-
imally increasing the stimulation power overhead.
Although successful, this proof-of-concept study used
canceling patterns that were chosen heuristically. In
contrast, this study exploits insights from volume
conduction theory and casts the artifact cancella-
tion problem within a mathematical framework [15].
Specifically, we formulate artifact cancellation as an
optimization problem, wherein the effect of stim-
ulation artifacts on the recording side is minim-
ized, while satisfying physical and physiological con-
straints. The optimal canceling patterns produced by
our method have been successfully validated both in
simulations and brain phantom tissue experiments. If
successfully tested in humans, our method may offer
a promising solution to subdural artifact cancellation
which could be widely adopted in future ECoG-based
BD-BCI systems.

2. Methods

2.1. Artifact cancellation by auxiliary stimulation
Our approach exploits the primarily resistive
volume conduction nature of the brain. Namely, at

frequencies below 10 kHz, the brain tissue largely
behaves as a bulk resistivemedium [16–19].While the
electrode-tissue interface has non-negligible capacit-
ive effects and, thus, may introduce phase lags, we
previously found a consistently tight phase-locking
of stimulation artifacts across spatially distributed
ECoG electrodes [20, 21]. This observation sug-
gests that, despite the heterogeneous composition of
neural tissue and capacitive effects of electrode-tissue
interface, the spatial distribution of artifacts can be
accurately described by a resistive model, such as a
dipole [15, 20, 21]. The artifact potential field could
then be controlled by placing an auxiliary stimulation
dipole of the opposite polarity nearby.

This concept is best demonstrated using a simple
monopole model, as shown in figure 1. After intro-
ducing an auxiliary stimulating (canceling) current
between the primary stimulation site and the record-
ing region, the net artifact falls below a hypothetical
analog front-end saturation voltage across the entire
recording region.

To further advance this idea, we note that the
potential field generated by a bipolar charge-balanced
ECoG stimulation (a standard clinical practice) can
be described by a dipole model (see appendix A for
details). Our preliminary study [15] provides empir-
ical evidence for this idea and shows that the addition
of an auxiliary dipole produces a cancellation effect
that reduces the amplitude of artifacts. However,
choosing the location and intensity of the canceling
dipole heuristically can hardly guarantee optimal arti-
fact suppression performance. Therefore, this study
proposes to find these parameters through an optim-
ization procedure.

2.2. Proposed optimization framework
Tominimize theworst case artifacts across the record-
ing grid, the optimal canceling pattern (canceling
dipole locations and canceling currents) must be
found through an optimization process. Addition-
ally, such an optimal canceling pattern must satisfy
several physical and physiological constraints. These
constraints are defined as binary variables (0 when
the constraints are satisfied, 1 otherwise). First, a
canceling dipole physical constraint (PC) is intro-
duced to prevent primary and/or canceling dipole
overlap. Second, the canceling dipoles may cause
unwanted sensation if their currents are too large.
To address this issue, a local sensation constraint
(SC) is defined to restrict the canceling currents to
a threshold. Third, the voltages created by canceling
dipoles can potentially counteract the voltage induced
by the primary stimulating dipole and cause a loss in
sensation. Therefore, an interference constraint (IC)
is introduced to impose a restriction on the voltage
induced by the canceling dipoles. Formally, the arti-
fact cancellation problem can be cast as the following
constrained optimization problem:
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os= argmin
cs

F(cs) subject to PC+ SC+ IC= 0

(1)

where cs is a candidate solution, os is the optimal
solution (see appendix B for details) and F(cs) is the
objective function. Specifically, F(cs) is defined as the
maximum net voltage observed by the recording grid
(details in section 2.2.1). Variables to be optimized
are canceling dipole locations and currents (paramet-
rized by β, where β ∈ [0,1] is the amplitude ratio
of the auxiliary and primary stimulating currents).
The optimization algorithm iteratively inspects all
the candidate solutions, and determines whether they
satisfy the three constraints. Based on the optimiza-
tion algorithm, a mathematical model is constructed
accordingly to characterize concurrent ECoG stimu-
lation and recording as well as incorporate cancella-
tion (see appendixC for details). The pseudo-code for
the optimization framework is shown in algorithm 1
with all the notations defined in table 1.

Algorithm 1 Iterative approach to find canceling pattern
with the minimum amount of artifacts.

Require:MP
Generate A fromMP
os← Randomly choose a candidate solution in A
A← A \ {os}
while A ̸=∅ do
cs← Randomly choose a candidate solution in A
if F(cs)≤ F(os) then
Update PC, SC, IC
if PC+ SC+ IC= 0 then
os← cs
end if
end if
A← A \ {cs}
end while
return os

We elaborate on the optimization framework in
subsequent sub-sections.

2.2.1. Objective function F(cs)
To explicitly demonstrate all the variables to be
optimized in the candidate solution (cs), we define
Pt (x̂r, ŷr,cs) as the net voltage amplitude at a record-
ing electrode location (x̂r, ŷr) (by substituting equa-
tion (C4) and (C5) into equation (A5)), i.e.

Pt (x̂r, ŷr,cs) = Vt (x̂r, ŷr) (2)

Accordingly, we define the objective function to
represent the largest net artifact over all possible
recording electrode locations, i.e.

F(cs) = max
pr,qr

|Pt (x̂r, ŷr,cs)| (3)

where pr = 0,1, ...,Xr − 1, qr = 0,1, ...,Yr − 1, and Xr

and Y r are the number of rows and columns in the
recording grid, respectively (see appendix C).

2.2.2. Canceling dipole physical constraint (PC)
PC excludes the candidate solution(s) based on two
sub-constraints (see appendix D for details). The first
sub-constraint excludes cases wherein one or more
canceling electrodes overlap with the primary stim-
ulating electrodes. The second sub-constraint leaves
out candidate solution(s) with two or more canceling
dipoles sharing electrodes. The reason for this exclu-
sion is that overlapped electrodes can ruin the dipolar
structure of the canceling currents, which may cause
difficulties in practical implementation. On the other
hand, if two canceling dipoles fully overlap, this solu-
tion is redundant and can be recreated by decreasing
the number of canceling dipoles,N, (see appendix C).

2.2.3. Local sensation constraint (SC)
Assuming the primary stimulation meets all the FDA
safety requirements, the auxiliary stimulation should
not raise any safety concerns so long as β≤ 1. How-
ever, from a physiological perspective, a strong can-
cellation (large β) may in itself cause unwanted sen-
sation. In addition, choosing a large β significantly
increases the power consumption, which is highly
undesirable in implantable devices. Therefore, SC is
added to set the upper limit for allowable canceling-
to-stimulating current-ratio to be βmax, i.e.

Ic,n ≤ βmax · Is,∀n= 1,2, ...,N (4)

In practice, βmax needs to be chosen empirically,
but for the purpose of this study, βmax = 50% was
deemed sufficient (see section 4.1 for additional dis-
cussion).

2.2.4. Interference constraint (IC)
Strong cancellation may also interfere with the
primary stimulation, potentially leading to the loss
of artificial sensation. To constrain this interference
on sensation, we first modeled the effect of auxil-
iary stimulation on cortical excitation underneath
the primary stimulating dipole. Specifically, neural
excitation generated by external stimulation sources
can be quantified by the activating function [25, 26],
which is equal to the second spatial derivative of the
external potential along the axon of interest. Assum-
ing the stimulation is more likely to activate neurons
whose axons are perpendicular to the cortical surface,
the activation function af is calculated along the z-
direction. This assumption reflects the fact that neur-
ons in cortical gyri aremore likely to be activated than
those in sulci due to their greater proximity to the cor-
tical surface [27]. Specifically, we calculated af at an
observation point (x,y,z) as:

af(x,y,z) =
∂2U(x,y,z)

∂z2
(5)

where U(x,y,z) denotes the potential at an observa-
tion point outside of an axon. ApplyingUs (x,y,z) and
Uc,n (x,y,z) (equations (A1) and (A2)) to the generic
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Figure 1. Voltage distributions due to primary stimulation (left) and both primary and auxiliary stimulation (right). Black
and grey dots mark the electrodes on stimulating and recording grids, respectively. S - the primary stimulating monopole; C - the
canceling (auxiliary) monopole. The voltage distribution due to a monopolar current source (S or C) is described by:
V = I/(4πσr), where V is the voltage at a distance r from the current source, I is the current amplitude, and σ is the conductivity
of the medium [22, 23]. The primary and auxiliary stimulating currents are of opposite polarity, with the auxiliary current set to
25% of the primary current. For a hypothetical analog front-end saturation voltage of 1.22 mV and a bulk conductivity of 1.79 S
m−1 (cerebrospinal fluid conductivity) [24], the entire recording grid is saturated (left). In contrast, the auxiliary stimulation
prevents the saturation entirely without significantly interfering with the primary stimulation (right).

Table 1. Notations for Algorithm 1.

MP A set of all the model parameters (see appendix C)
A A set which contains all the possible candidate

solutions
os Optimal solution for the optimization problem
cs Candidate solution: containing all the variables to

be optimized
F(cs) Objective function
PC Canceling dipole physical constraint (PC= 1 for

violation; PC= 0 otherwise)
SC Local sensation constraint (SC= 1 for violation;

SC= 0 otherwise)
IC Interference constraint (IC= 1 for violation;

IC= 0 otherwise)

expression of af(x,y,z), the activating functions due
to the primary and auxiliary stimulations at observa-
tion points located underneath the primary stimulat-
ing dipole are represented by AFs (z) and AFc,n (cs,z),
respectively (see appendix E for details).

To quantify the interference due to the auxili-
ary stimulation, an interference function IF is then
defined as the absolute value of the ratio between the
activating functions due to the auxiliary and primary
stimulations, i.e.

IF(cs,z) =

∣∣∣∣∣
∑N

n=1AFc,n (cs,z)

AFs (z)

∣∣∣∣∣ (6)

We assume that, at the observation point located
underneath the stimulating dipole, if IF is less than
the tolerable interference threshold α, the influence
of auxiliary stimulation on the artificial sensation can
be neglected. In this study, α= 0.5% is used. How-
ever, the exact value of α can only be found empir-
ically (see section 4.1 for additional discussion). This
restriction on IF is formulated as the interference con-
straint (IC), i.e.

IF(cs,z)≤ α,∀z ∈ [−6.5,0] (7)

The average thickness of cerebrospinal fluid (CSF)
plus cortex is around 6.5 mm [28, 29]. Therefore, IF
is inspected down to 6.5 mm underneath the primary
stimulating dipole electrodes. Details can be found in
appendix E.

2.2.5. Summary of the optimization framework
Combining the objective function F(cs) with the
three constraints PC, SC, and IC, the optimization
framework is summarized in table 2.

2.3. Validation of the proposed optimization
methodology
2.3.1. Phantom tissue
To create a phantom tissue, table salt (Morton Salt,
Chicago, IL) was mixed with deionized water, and
themixture was heated until boiling. Food-grade agar
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Table 2. Summary of the optimization framework.

Objective os= argmin
cs

F(cs) ,where F(cs) = max
pr,qr
|Pt (x̂r, ŷr,cs)|

Subject to PC There is no canceling electrode which overlaps with a primary stimulating electrode.
There are no canceling dipoles which share electrodes.

SC Ic,n ≤ βmax · Is,∀n= 1,2, ...,N
IC IF(cs,z)≤ α,∀z ∈ [−6.5,0]

where IF(cs,z) =
∣∣∣∑N

n=1 AFc,n(cs,z)
AFs(z)

∣∣∣

Figure 2. ECoG grids on phantom tissue. The stimulating and canceling dipoles are located on a 4× 4 stimulating grid. All
electrodes on the 4× 4 recording grid are used to record artifacts. The reference electrode is chosen from the 1× 6 ECoG strip,
positioned far away from the stimulation region. The recording ground is connected to earth ground via the recording amplifier.

(Now Foods, Bloomingdale, IL) was then added into
the boilingmixture to prepare a gel compound, which
was poured into a Petri dish and an open-ended cyl-
indrical mold. Both were placed in a refrigerator to
cool down. The conductivity of the gel was manipu-
lated by table salt concentration [30], and was calcu-
lated based on the size and measured resistance of the
gel within the cylindrical mold.

2.3.2. Experimental setup
A standard ECoG grid (Ad-Tech, Oak Creek, WI)
with platinum electrodes (4 mm diameter, 2.3
mm exposed, 10 mm spacing) delivered stimulat-
ing/canceling currents and recorded artifacts, as
shown in figure 2. A thin layer of 1× phosphate buf-
fered saline (PBS) (Aldon Corporation, Avon, NY)
was added between the grid and the gel to ensure
full contact. Due to the limited number of recording
amplifiers and the availability of the ECoG grid, two

4×4 arrays of an 8×8 grid were designated as the
stimulating and recording grids. In addition, the
relative position (xrs,yrs) and relative angle θ were
set to (0, 40) mm and 0 rad. A 1× 6 ECoG strip
was placed away from the stimulation region and its
closest electrode to the central axis of the primary
stimulating dipole was designated as the reference.

Figure 3 demonstrates the experimental setup for
primary stimulation and recording. The leads of the
stimulating dipole were connected to a function gen-
erator (supplying an 89Hz sinewave) in series with an
oscilloscope. Since the function generator is a voltage-
controlled device, a resistor RS was placed in parallel
with the oscilloscope to monitor the stimulating cur-
rent. The 89-Hz tone was chosen because it produces
a narrowband response on the recording grid, which
greatly simplifies data analysis. In addition, this fre-
quency is not harmonically related to the 60-Hz noise.
An additional function generator and resistor were
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Figure 3. Experimental setup for primary stimulation and recording. S+ and S− respectively denote the source and sink
electrodes of the stimulating dipole, whose leads were connected to a function generator. The resistor RS was added to monitor
the stimulating current through an oscilloscope. On the recording side, the leads of the 16 recording electrodes were connected to
the data acquisition system. All 16 amplifiers shared a common reference voltage.

added for the canceling dipole (details omitted from
the figure for clarity). The two function generators
were synchronized and produced sine waves with cal-
ibrated phase shift in order to create 180

◦
phase dif-

ference between stimulating and canceling currents.
The leads of the recording grid and the reference
electrode were connected to a data acquisition system
where the recorded artifacts were amplified by 5,000×
and sampled at 4 kHz.We collected 30 s of data under
both stimulation-only and stimulation+cancellation
conditions, where the strength of cancellation was
systematically varied (details below).

2.3.3. Estimation of stimulating current Is
For simplicity, a fixed value of the stimulating cur-
rent, Is, was used across all experiments. To account
for impedance differences across stimulation sites and
find Is that works for all experiments, the following
analysis was used. According to figure 3, the total
impedance seen by the function generator consists
of the impedance of the electrode-electrolyte inter-
faces, resistance of the current monitoring resistor,
RS, and the equivalent resistance of the phantom tis-
sue connected in series. To estimate this impedance,

electrode-electrolyte interfaces were modeled as par-
allel RC circuits [31], and the phantom tissue was
modeled as a distributed resistive network (figure 3).
The total impedance of the interfaces and phantom
tissue was then measured across frequency. Sub-
sequently, curve-fitting was applied to the impedance
frequency response to estimate the resistance and
capacitance of these interface models as well as the
equivalent resistance of the phantom tissue. Based
on these estimated values, the total impedance of the
interfaces and phantom tissue was calculated to be
562–1928 Ω at 89 Hz. The result is consistent with
clinical measurement [32, 33]. Therefore, the total
impedance seen by the function generator was calcu-
lated to be 4–6 kΩ. Given that the maximum voltage
of the function generator was 10 V, this total imped-
ance allowed an Is of 1.5 mA across all the cases.

2.3.4. Experiments
The experimental setup (discussed in section 2.3.2)
was used in four different cases, shown in figure 4,
to demonstrate the performance of the optimization
algorithm under different stimulating dipoles. The
phantom tissue with a conductivity of 1.79 Sm−1 was
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Figure 4. Physical configuration of experiments for all the cases. Case 1: electrode pair 15-23 (source-sink) realized the primary
stimulating dipole. Electrode pairs 22-14, 21-13, 30-6, and 29-5 (shown) were used one at a time as the canceling dipole.
Reference electrode was placed far away from the stimulating grid near the hypothetical zero-potential line at the central axis of
both stimulating and canceling dipoles. Case 2: electrode pair 16-15 realized the primary stimulating dipole. Electrode pairs 13-8,
21-8, 13-24 (shown), and 5-24 were used one at a time as the canceling dipole. When possible, the reference electrode was placed
near the central axes of both the stimulating and canceling dipoles (shown). Otherwise, it was placed near the central axis of the
stimulating dipole. Case 3: electrode pair 32-24 realized the primary stimulating dipole. Electrode pairs 6-31 (shown), 7-30, 6-30,
and 7-31 were used one at a time as the canceling dipole. Reference electrode was placed far away from and near the central axis of
the primary stimulating dipole. Case 4: electrode pair 21-13 realized the primary stimulating dipole and electrode pair 5-29 was
used as the canceling dipole. Reference electrode was placed far away from the stimulating grid near the central axes of both
stimulating and canceling dipoles.

chosen to mimic the bulk conductivity of subdural
head tissues which is dominated by the CSF [24]. The
dipole model used to describe the artifact propaga-
tion (see appendix A) requires an assumption of an
infinitely far reference. Since this is not physically
achievable in reality, the reference is placed far from
the primary stimulating dipole on the zero potential
line to best fulfill the referencing assumption.

A single electrode pair was used as the stimulating
dipole. Case 1 is the most straightforward situation in
which the stimulating dipole is oriented horizontally
and its central axis coincides with the axis of sym-
metry of the recording grid. Case 2 is similar except
that the stimulating dipole was oriented vertically. In
Case 3, the stimulating dipole is oriented horizont-
ally, while the recording grid is not symmetric with
respect to the dipole’s central axis. Case 4 mimics the
worst-case scenario, where the horizontally oriented
stimulating dipole is adjacent to the recording grid,
so the artifacts will be projected the furthest into the
recording grid.

2.3.5. Running optimization algorithm
Before running the optimization algorithm, the
model parameters, as listed in table C1, need to be
specified. To this end, the geometric characteriza-
tion andprimary stimulation parameterswere extrac-
ted for each case based on figure 4. As discussed in
section 2.2.3 and 2.2.4, we chose βmax = 50% and
α= 0.5%, and we assumed a single canceling dipole

Table 3.Model parameters for Cases 1–4.

Geometric character-
ization

Xs,Ys 4, 4

parameters Xr,Yr 4, 4
d 10 mm
xrs,yrs 0 mm, 40 mm
θ 0 rad

Dipole model para-
meter

σ 1.79 S/m

Primary stimulation x+s ,y
+
s 20 mm, 10 mm (Case 1)

model parameters 20 mm, 0 mm (Case 2)
0 mm, 0 mm (Case 3)
10 mm, 30 mm (Case 4)

x−s ,y
−
s 10 mm, 10 mm (Case 1)

20 mm, 10 mm (Case 2)
10 mm, 0 mm (Case 3)
20 mm, 30 mm (Case 4)

Is 1.5 mA
Number of canceling
dipoles

N 1

Constraint system βmax 50%
parameters α 0.5%

(N = 1). As listed in table 3, all the cases shared
the same model parameters except for the primary
stimulation locations. Based on these parameters, the
optimization algorithm was executed for each case
and the optimal canceling patterns were found. These
optimal patterns were verified by simulation (details
in section 2.3.6) and experimentally (details in sec-
tion 2.3.7), respectively.

7
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2.3.6. Simulation verification
To illustrate the effectiveness of the optimal canceling
pattern in each case, the voltage distributions were
calculated using equations (A3)–(A5) for the follow-
ing conditions: (i) stimulating dipole only, and (ii)
both stimulating and the optimal canceling dipoles.
These voltage values were color-coded and mapped
onto the grid for comparison. In addition, to charac-
terize the effectiveness of the optimal canceling pat-
tern, the artifact suppression was quantified by divid-
ing the largest artifactmagnitude under conditions (i)
and (ii).

To further verify the effectiveness of the optimal
canceling pattern, the location and/or the canceling
ratio, β, of the optimal canceling dipole were per-
turbed. The corresponding artifact suppression was
then quantified and compared to that of the optimal
solution. For example, in Case 1, in addition to
the optimal canceling dipole (electrode pair: 30–6),
the following canceling dipole locations were tested:
22–14, 21–13, and 29–5. Note that these are the
immediate neighbors of the optimal pair 30–6 (see
figure 4). For all the canceling dipoles, β was swept
from 0 to βmax in 1% increments. Similar analysis was
applied to other cases. The only exception was Case
4, where it was obvious that the perturbation of the
optimal canceling dipole location would not produce
competitive results.

2.3.7. Experimental verification
The above simulation verification and analysis
were then replicated experimentally using the pro-
cedure discussed in section 2.3.2. The 30 s of
data recorded under both stimulation only and
stimulation+cancellation conditions were analyzed
offline using Matlab. The data were first filtered by
a bandpass finite impulse response (FIR) filter with
85–93 Hz passband (for an 89 Hz test input), 0.1%
inband ripple, and 40 dB stopband attenuation. Each
set of the filtered data was decomposed into 30 non-
overlapping segments. These segments were then
converted into frequency domain, and their amp-
litude spectra were calculated and averaged to reduce
noise. For all the recording channels, the artifacts’
amplitudes were estimated as the values of the voltage
spectra at 89 Hz. These values were then spatially
interpolated, color-coded, and mapped for analysis.
Similar to section 2.3.6, the optimal canceling pattern
(as found by the algorithm)was experimentally tested
and compared to those found by perturbation.

3. Results

3.1. Simulation results
Figures 5(A) and (B) respectively show the spatial
distribution of simulated artifacts before and after
optimal cancellation for Case 1. The optimal can-
celing pattern was a dipole located at the electrode
pair 30-6 with β = 18%. We found these parameters

by running the optimization algorithm as explained
in section 2.3.5. Table 4 shows the algorithm run time
for this as well as other cases. Note that the symmetric
arrangement of the stimulating and canceling dipoles
caused the symmetry in the spatial distribution of
artifacts. By applying optimal cancellation, the largest
artifact experienced by the recording grid decreased
from −71.7 dBV to −100.4 dBV for a total artifact
suppression of 28.7 dB.

Figures 5(C) and (D) show the equivalent maps
for Case 2. The optimal canceling pattern reduced the
largest artifact by 11.7 dB. This result is inferior to
Case 1 due to the unfavorable (vertical) orientation
of the stimulating dipole.

Figures 5(E) and (F) show the spatial distribution
of simulated artifacts for Case 3. An optimal suppres-
sion of 16.0 dB was achieved, but the pre-cancellation
artifacts were smaller than those in Case 1 and 2. It is
worth mentioning that the artifact tends to be larger
at electrodes located away from the central axis of the
stimulating dipole. Hence, as shown in figure 5(F),
the source electrode of the canceling dipole, obtained
from the optimization algorithm, was placed closer to
the recording grid than the sink to provide larger can-
cellation to the recording sites further away from the
central axis.

Figures 5(G) and (H) show the equivalent distri-
bution for Case 4. Intuitively, higher artifact suppres-
sion can be achieved by continuously increasing β.
However, increasing β beyong 25% cause violation
of IC (refer to section 2.2.4). Therefore, β= 25% was
chosen by the optimization algorithm as the optimal
solution, resulting in an artifact suppression of 2.2 dB.

Perturbations of the optimal canceling dipole loc-
ation and β were then simulated and compared to the
optimal solution for each case (see figure 6). For Cases
1–3, three additional competitive canceling dipole
locations were tested (see section 2.3.6). In addition,
since the optimal β never exceeded 20%, the perturb-
ations of β up to 20% were selected to show in fig-
ure 6. For Case 4, the upper bound for β was 25%
(as discussed above), and no competitive canceling
dipoles could be created by location perturbation (as
discussed in section 2.3.6). In figure 6, it is clearly seen
that the optimal solutions demonstrate the largest
amount of artifact suppression. These optimal solu-
tions for Cases 1–4 are summarized in table 5.

3.2. Experimental results
Following validation of the optimization framework
with simulation, phantom tissue experiments (see
section 2.3.7) were conducted to further demonstrate
the effectiveness of the proposed algorithm. Similar to
figure 5, the artifact spatial distributions were visual-
ized with and without the optimal canceling pattern
(see figure 7). A more detailed collection of artifact
suppressionmaps can be found in the supplementary
material (stacks.iop.org/JNE/17/026038/mmedia).
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Figure 5. Spatial distribution of simulated artifacts under stimulation only and stimulation+ optimal cancellation
conditions for Cases 1–4. Grey: recording grid. Black: stimulating grid. Green: stimulating dipole. Magenta: canceling dipole.
A: Case 1–the stimulating dipole is formed by electrode pair 15–23 (see figure 4 for reference). Black contour marks the largest
observed artifact. B: Case 1–the optimal canceling pattern is formed by using electrode pair 30–6 with β= 18%. The
largest-artifact contour (red) indicates the artifact has been suppressed from 259.2 to 9.5 µV (or by 28.7 dB). At the same time,
the original largest-artifact contour (black) is well outside the recording grid. C: Equivalent of A for Case 2. D: Equivalent of B for
Case 2 (optimal β= 13%). An artifact suppression of 11.7 dB has been achieved. E: Equivalent of A for Case 3. F: Equivalent of B
for Case 3 (optimal β= 10%). An artifact suppression of 16.0 dB has been achieved. G: Equivalent of A for Case 4. H: Equivalent
of B for Case 4 (optimal β= 25%). An artifact suppression of 2.2 dB has been achieved.

Table 4. Algorithm run times (Intel® CoreTM i5-7400, 8 GB
RAM).

Case 1 13.367 sec
Case 2 14.692 sec
Case 3 13.566 sec
Case 4 13.514 sec

The optimal solutions tested experimentally are
summarized in table 5. The comparison between
experimental and simulation results indicates that the
optimization algorithm makes accurate predictions
about the artifact suppression.

Similar to figure 6, perturbations of the optimal
canceling dipole location and β were experimentally
tested (see figure 8). A comparison with the plots of
figure 6 reveals that experimental results closely fol-
low those obtained by simulations. More precisely,

in Case 1, the best artifact suppression was repor-
ted by both the experiment and simulation when
the electrode pair 30-6 with β = 18% was used
as the canceling pattern. Moreover, referring to fig-
ure 8, the artifact suppression first increases with β
for canceling dipoles 30-6, 21-13, and 29-5, before
it reaches its peak value. The reason for this mono-
tonically increasing trend is that the artifact due
to cancellation is still smaller than that due to the
primary stimulation. For larger β values, the arti-
fact suppression decreases (even becomes negative)
as the artifact due to cancellation starts to domin-
ate. For canceling dipole 22-14, even with a β of
20%, the artifact due to primary stimulation still
dominates and artifact suppression shows a mono-
tonic behavior. This is because the electrode pair
22-14 is in the vicinity of the primary stimulation,
which requires largerβ to achieve the same amount of
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Figure 6. Perturbation analysis: simulation results. In Case 1, the perturbations of canceling dipole location and β demonstrate
inferior artifact suppression compared to the optimal solution (marked in magenta) found by the optimization algorithm.
Similarly, Case 2 and Case 3 exhibit superiority of the optimal solutions. In Case 4, the artifact suppression increases
monotonically with β as predicted. The largest artifact suppression happens when β reaches 25% (limited by IC). This result is
consistent with the optimal solution found by the optimization algorithm.

Table 5. Algorithmically optimal solutions tested in simulation and experimentally.

Case 1 Case 2 Case 3 Case 4

Result type Sim Exp Sim Exp Sim Exp Sim Exp

Largest artifact among all
the recording sites without
cancellation (µV)

259.2 350.5 555.7 767.2 157.4 151.2 1 950.2 2 693.1

Largest artifact among all the
recording sites with optimal
cancellation (µV)

9.5 25.1 144.1 204.4 24.9 31.6 1 510.0 1 995.2

Artifact suppression (dB) 28.7 22.9 11.7 11.5 16.0 13.6 2.2 2.6
Optimal canceling dipole
(source-sink)

30–6 30–6 13–8 13–8 6–31 6–31 5–29 5–29

Optimal canceling ratio βopt 18% 18% 13% 13% 10% 10% 25% 25%

artifact suppression as the other canceling dipoles in
this case.

For Case 2, the optimal solution for the simu-
lation and experiment were similar except for a 1%
difference in β. Additionally, the artifact suppression
plots for the electrode pairs 13-24 and 13-8 closely
follow one another with the latter providing slightly
better cancellation. This slight improvement was also
captured by the simulation, as shown in figure 6,

which further proves the necessity of this algorithm
for cases where visual inspection alone is incapable of
finding the optimal solutions.

For Case 3, the optimal solution found by the
algorithm was confirmed experimentally. In Case 4,
the optimal solution also matches the one found
experimentally. In addition, the artifact suppression
increases monotonically, as also observed in figure 6.
The reason for keeping β≤ 25% is that, beyond
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Figure 7. Artifact spatial distribution under stimulation only and stimulation+optimal cancellation conditions for Cases
1–4. Grey: recording grid. Unlike figure 5, the artifact distribution outside the recording grid is not shown because artifacts
were only recorded within the recording grid. (see section 2.3.7). A: Case 1–the stimulating dipole is formed by electrode pair
15-23 (see figure 4 for reference). The largest artifact was recorded as 350.5 µV (marked in black). B: Case 1–the optimal
canceling pattern is formed by using electrode pair 30–6 with β= 18%. The largest artifact after the optimal cancellation was
measured as 25.1 µV (marked in red), leading to an artifact suppression of 22.9 dB. C: Equivalent of A for Case 2. The largest
artifact was recorded as 767.2 µV. D: Equivalent of B for Case 2 (canceling pair 13–8 with β= 13%, leading to 11.5 dB artifact
suppression). E: Equivalent of A for Case 3. The largest artifact was recorded as 151.2 µV. F: Equivalent of B for Case 3 (canceling
pair 6–13 with β= 10%, leading to 13.6 dB artifact suppression). G: Equivalent of A for Case 4. The largest artifact was recorded
as 2693 µV. H: Equivalent of B for Case 4 (canceling pair 5–29 with β= 25%, leading to 2.6 dB artifact suppression).

this point, the optimization algorithm found IC to
be violated (IF exceeds α). Note that calculating
IF requires a full 3D voltage distribution, which is
achievable in simulations but not experimentally.
Therefore, in our experiments, we chose the same
range of β values as in simulations.

In summary, the experimentally optimal can-
celing patterns closely follow the optimal one found
by the proposed optimization algorithm. Addition-
ally, comparing figure 6 with figure 8 verifies that the
results fromphantom tissue experimentsmatch those
from simulations.

4. Discussion

In this work, we have developed an optimization
framework based on the electric dipole model to
optimally suppress stimulation artifacts across ECoG
recording electrodes. Our simulation and experi-
mental results confirmed that the optimal canceling
patterns found by the algorithm provided super-
ior artifact suppression compared to other solu-
tions. Additionally, the optimal canceling dipole
found by the algorithm performed consistently in
both simulations and experiments (there was only
a minor disagreement in Case 2, where β was off
by 1%). Generally, experimentally measured arti-
facts were stronger than the simulated ones (see
table 5). This discrepancy could be explained by

the model assuming an unbounded, isotropic, and
homogeneous volume conduction. In contrast, for
the phantom tissue placed in a Petri dish, this assump-
tion generally does not hold. Its finite volume and
non-negligible boundary conditions may have resul-
ted in a stronger electric field than the dipole model’s
prediction. Additionally, the model assumed infin-
itely far reference, whereas in experiments, the refer-
ence electrode was typically 3 cm to 9 cm away. Infin-
itely far reference could be mimicked experimentally
by placing the reference electrode at the intersection
of the stimulating and canceling dipole axes (e.g. fig-
ure 4: Case 1). However, this was not always possible
(e.g. figure 4: Case 3). Nevertheless, these discrepan-
cies did not seem to affect the solution, i.e. the optimal
canceling patterns were nearly identical in simula-
tions and experiments.

An important feature of our technique is that it
suppresses artifacts before they reach recording elec-
trodes. This feature is especially useful for future
fully implantable BD-BCIs, which will require ULP
operation and will, therefore, be highly susceptible
to amplifier saturation. In contrast, existing artifact
mitigation techniques, whether focused on analog
front-ends [11, 12] or digital filtering [11, 13, 14],
require that the recorded signals remain in the linear
region (without saturation). For example, [11] used
adaptive filters to estimate the artifact contribution
to recorded signals, followed by the subtraction of
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Figure 8. Perturbation analysis: experimental results. In Case 1, the perturbations of canceling dipole location and β
demonstrate inferior artifact suppression compared to the optimal solution (marked in magenta) found by the optimization
algorithm. In Case 2, instead of the optimal solution (electrode pair 13-8 with β= 13%), the same canceling dipole with β= 14%
demonstrates the largest artifact suppression. Similarly to Case 1, Case 3 exhibits superiority of the optimal solutions. In Case 4,
the artifact suppression increases monotonically with β as predicted. The largest artifact suppression happens when β reaches
25% (limited by IC). This result is consistent with the optimal solution found by the optimization algorithm.

these artifact components before amplification at
the front-end. Although capable of achieving large
artifact suppression (42 dB), this technique is not
applicable if the front-end is saturated. The technique
in [34] proposed artifact cancellation by exploiting
symmetrical differential stimulation. However, this
technique places constraints on the spatial arrange-
ment of stimulation and recording channels. In con-
trast, our approach was validated using four different
cases, underscoring the applicability of our method
under a variety of spatial arrangements. Finally, we
note that our method can be used in conjunction
with these existing artifact mitigation techniques,
which can lead to further suppression of stimulation
artifacts.

In conclusion, the simulation and experimental
results suggest that our artifact cancellation approach,
along with the optimization framework, could be
used in future fully-implantable BD-BCI systems to
significantly suppress stimulation artifacts or protect
its ULP front-end from saturation.

4.1. Constraint Parameters βmax and α
In clinical practice, Is is typically chosen as the min-
imum current exceeding the sensation threshold.
Thus, theoretically, any β < 100% should not cause
unwanted sensation (see section 2.2.3). Since brain
tissue excitability is location dependent [5], we lim-
ited the amplitude of the auxiliary stimulation by set-
ting βmax = 50%. Our algorithm yielded the optimal
values of β ranging from 10% to 25% (See fig-
ures 6 and 8), suggesting that βmax was chosen
appropriately. From an optimization standpoint, this
means that the constraint SCwas not active. For prac-
tical applications, βmax must be determined empiric-
ally, although the values obtained in this study may
serve as an informed initial guess.

To reduce the interference of auxiliary stimula-
tion with the primary stimulation (see section 2.2.4),
we chose α= 0.5% as an arbitrary small number.
However, in practical applications, αmust be chosen
empirically. If this value is not sufficiently small, then
the primary stimulation dipole may be weakened
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by the auxiliary dipole to the point of no longer
eliciting sensation. A potential mitigation strategy
then would be to increase the primary stimulating
current, Is, above the sensation threshold to com-
pensate for this interference. Note that the upper
bound on Is is determined by the FDA charge dens-
ity guidelines. For example, since the sensation can
be elicited with as low as 12.7 µC cm−2 phase−1 [5],
which is lower than the FDA recommended safety
limit of 25 µC cm−2 phase−1 [35], the above strategy
of countering interference by increasing Is seems
feasible.

4.2. Multi-polar Cancellation
In this study, a single canceling dipole (N = 1) was
used. This limitation was imposed by the complexity
of the experimental setup and the need to synchron-
ize two independent function generators (Introdu-
cing additionally canceling dipole would require yet
another function generator to be added). However,
the simulation results (figures omitted in the interest
of space) indicate that N = 2 provides a superior
solution. For example in Case 1, the artifact sup-
pression went from 28.7 dB (N = 1) to 39.5 dB
(N = 2). Althoughmulti-dipolar cancellation (N > 1)
can boost the artifact suppression, it will also increase
computational cost because the run time of the
algorithm increases exponentially with N. Addition-
ally, it leads to an increase in power consump-
tion which is highly undesirable in fully-implantable
devices. This trade-off between power consumption
and artifact cancellation suggests that N needs to be
chosen empirically in practice to prevent the front-
end amplifiers from reaching saturation. Our future
plans involve designing a multi-polar stimulator that
will seamlessly integrate all the features of this optim-
ization algorithm. In addition, human tests will be
conducted. However, these tests require FDA clear-
ance and thus could not be performed at this point.

4.3. Limitations
4.3.1. Limitation due to grid geometry
Our approach is primarily limited by the number of
electrodes available for cancellation. Take for example
Case 4, where the primary dipole lies adjacent to the
recording electrodes. However, the addition of auxili-
ary stimulationmay still suppress artifacts (cf table 5),
which could mean the difference between saturation
and non-saturation. Ultimately, our approach may
not always succeed in cases like this. However, these
extremely unfavorable primary dipole configurations
are not very likely to occur. These considerations
also suggest that our technique would favor higher-
density ECoG grids [36], as there is a larger solution
space to search over.

4.3.2. Single tone verification
We chose a single 89-Hz tone as our test signal
rather than a broadband biphasic square pulse train

to simplify data analysis (see section 2.3.2). Com-
pared to a single tone, the group delay varies across
frequency for broadband signals. However, we previ-
ously showed that the peaks of stimulation artifacts
are tightly phase-locked across spatially distributed
ECoG electrodes [20, 21], suggesting that the capa-
citive effects can be neglected. Therefore, the results
from this study are expected to generalize to more
realistic broadband stimulation signals.

4.3.3. Computational efficiency
The execution times (table 4) show that the algorithm
can produce solutions within seconds for a relatively
small (4 × 4) grid. Generally, the complexity of the
algorithm scales quadratically with the number of
electrodes (O(n2)), which given a typical grid size of
32 electrodes, is not expected to cause any compu-
tational concerns. The problem becomes exponen-
tially more complex with multi-dipolar (N > 1) can-
cellations. For example, for N = 2 the run times were
5–10 min. For larger grids, this could become pro-
hibitively expensive and these computations could
be accelerated by finding β through a gradient des-
cent approach. Note, however, that unlike the search
method employed here, such an approachmay return
a locally optimal solution.

4.3.4. Curvature of the ECoG grid
We assumed that the recording and stimulating grids
lie on a planar surface (A), which is justified for sens-
ory andmotor cortices—the primary areas of interest
in BD-BCI applications. Consequently, our simula-
tions and experimental set up were designed to reflect
this situation. Note, however, that the dipole model
and the interference constraint are natively 3D, and
so our approach could be extended to cortical surfaces
with prominent curvature. The experimental valida-
tion of such a scenario would, however, be challen-
ging and was not pursued in this study.

5. Conclusion

This work presents a novel technique for the sup-
pression of artifacts due to cortical electrostimula-
tion. The method introduces auxiliary (canceling)
dipoles and proceeds to find the parameters of these
dipoles through a constrained optimization frame-
work. These optimal canceling patterns significantly
reduce the stimulation artifacts before they reach
the recording grid and analog front-ends, which can
potentially prevent amplifiers from saturation. Our
method is especially useful in future fully-implantable
BCI systems which are required to operate in an
ULP regime and are therefore highly susceptible to
saturation. In addition, our method is compatible
with existing techniques which could collectively res-
ult in an even greater degree of artifact suppres-
sion. Our future plans involve the development of
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a custom ULP cortical stimulator that can seam-
lessly integrate multi-polar features and the syn-
chronization of primary and auxiliary dipoles. We
will also test the function of such a stimulator in
humans.
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A. Dipole Model

According to the dipolemodel, the spatial voltage dis-
tribution due to subdurally delivered stimulation can
be expressed as [15]:

Us (x,y,z) =
Is

4πσ

[
1

r+s (x,y,z)
− 1

r−s (x,y,z)

]
(A1)

where Us (x,y,z) is the voltage amplitude seen at the
observation point (x,y,z), Is is the current amplitude
of the primary stimulation, σ is the average bulk con-
ductivity of the brain tissue and tissues between the
electrodes and the brain (arachnoid, cerebrospinal
fluid, blood vessels, and pia mater). These layers are
assumed to be isotropic, homogeneous, and purely
resistive volume conductors [23, 25]. r+s and r−s
denote the Euclidean distances between the point
(x,y,z) and the stimulating dipole source and sink
electrodes, respectively. Note that the voltage and cur-
rent are represented in amplitude since stimulation
patterns are typically chosen as constant-magnitude
biphasic pulse trains. Similar to equation (A1), the
spatial voltage distribution due to the nth auxiliary
stimulation can be expressed as:

Uc,n (x,y,z) =− Ic,n
4πσ

[
1

r+c,n (x,y,z)
− 1

r−c,n (x,y,z)

]
(A2)

where n= 1, ...,N (N–the total number of canceling
dipoles), Ic,n = βn · Is is the current amplitude of the
nth auxiliary stimulation (βn ∈ [0,1]), and r+c,n and
r−c,n denote the Euclidean distances between the point
(x,y,z) and the source and sink electrodes of the nth
canceling dipole, respectively.

Due to the proximity and relatively small sizes of
the arm or leg primarymotor/sensory cortices, which
are the main target areas for BD-BCIs, we assume
that the curvature of ECoG grids can be neglected,
even for those grids placed over the cortical convexity.
Thus, a two-dimensional dipole model is sufficient to
describe the voltage distribution at the cortical sur-
face:

Vs (x,y) = Us (x,y,z)|z=0 (A3)

Vc,n (x,y) = Uc,n (x,y,z)|z=0 (A4)

where z= 0 is the plane of the ECoG grid. The net
voltage amplitudeVt is obtained as the algebraic sum-
mation of stimulating and canceling voltage amp-
litudes, i.e.

Vt (x,y) = Vs (x,y)+
N∑

n=1

Vc,n (x,y) (A5)

B. Definitions of a candidate solution cs
and the optimal solution os

Since a canceling pattern involves all the canceling
dipole locations and canceling currents, a candidate
solution cs can be defined as:

cs=
{
Ic,1,x

+
c,1,y

+
c,1,x

−
c,1,y

−
c,1, Ic,2,x

+
c,2,y

+
c,2,x

−
c,2,

y−c,2, ..., Ic,N,x
+
c,N,y

+
c,N,x

−
c,N,y

−
c,N

}
(B1)

where
(
x+c,n,y

+
c,n

)
and

(
x−c,n,y

−
c,n

)
are the coordinates

of the source and sink electrodes of nth canceling
dipole (n= 1, 2, ...,N and N is the total number of
auxiliary stimulating dipoles used for cancellation,
see appendix C), and Ic,n = βn · Is is the amplitude
of the current delivered by the nth canceling dipole.
Accordingly, the optimal solution os is defined as:

os=
{
Ioptc,1 ,x

+,opt
c,1 ,y+,opt

c,1 ,x−,opt
c,1 ,y−,opt

c,1 , Ioptc,2 ,

x+,opt
c,2 ,y+,opt

c,2 ,x−,opt
c,2 ,y−,opt

c,2 , ...,

Ioptc,N,x
+,opt
c,N ,y+,opt

c,Nopt
,x−,opt

c,N ,y−,opt
c,N

} (B2)

where
(
x+,opt
c,n ,y+,opt

c,n

)
and

(
x−,opt
c,n ,y−,opt

c,n

)
represent

the optimal locations of the source and sink electrodes
of nth canceling dipole, and Ioptc,n is the optimal amp-
litude of the current delivered by the nth canceling
dipole (n= 1,2, ...,N).

C. Mathematical model

To construct the mathematical model characteriz-
ing concurrent ECoG stimulation and recording, a
set of model parameters MP, listed in table C1, is
introduced. Details are discussed in the following
sections.

Wedefine electrodes contact spacing in both stim-
ulating and recording grids to be d, and the number of
rows and columns of stimulating grid to be Ys and Xs,
respectively, as shown in figure C1(A). Thus, a stim-
ulation electrode location S is represented as:

(xs,ys) = (ps · d,qs · d) , ps = 0,1, ...,Xs − 1,

qs = 0,1, ...,Ys − 1
(C1)

Since both primary and auxiliary stimulating
dipoles deliver currents through the same stimulat-
ing grid, we also define a canceling electrode location
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Table C1.Mathematical model parameters (unitless unless noted otherwise).

Geometric characterization Xs,Ys Number of columns and rows of the stimulating ECoG grid
parameters Xr,Yr Number of columns and rows of the recording ECoG grid

d (mm) Electrodes contact spacing
xrs,yrs (mm) Relative position
θ (rad) Relative angle

Dipole model parameter σ (S/m) Conductivity
Primary stimulation x+s ,y

+
s (mm) Stimulating dipole source electrode location

model parameters x−s ,y
−
s (mm) Stimulating dipole sink electrode location

Is (mA) Stimulating current
Number of canceling dipoles N Number of auxiliary dipoles used to suppress artifacts
Constraint system βmax Maximum allowable canceling to stimulating current ratio
parameters α Tolerable sensation interference threshold

Figure C1. Physical configuration of the mathematical model. A: the location of the stimulating grid. B: the location of the
recording grid. C: the stimulating and recording grids in one coordinate system to show their relative position and angle.

C as:

(xc,yc) = (pc · d,qc · d) , pc = 0,1, ...,Xs − 1,

qc = 0,1, ...,Ys − 1
(C2)

Similarly, we define the number of rows and
columns of the recording grid to beYr andXr, respect-
ively, as shown in figure C1(B). Thus, a recording
electrode location R is represented as:

(xr,yr) = (pr · d,qr · d) , pr = 0,1, ...,Xr − 1,

qr = 0,1, ...,Yr − 1
(C3)

The physical configuration of the model is con-
structed by placing the recording grid into the
Cartesian coordinate system whose origin coincides
with the bottom-left corner of the stimulating grid,
as shown in figure C1(C), where (xrs,yrs) and θ are
the relative position and angle, respectively. It follows
readily that the recording electrode position (x̂r, ŷr) in
this coordinate system is:

x̂r =
√

p2r + q2r · d · cos(arctan(qr/pr)+ θ)+ xrs (C4)

ŷr =
√

p2r + q2r · d · sin(arctan(qr/pr)+ θ)+ yrs (C5)

Therefore, from geometric characterization per-
spective, the model needs eight model parameters,
namely Xs, Ys, Xr, Yr, d, xrs, yrs, and θ, to define the
location of the grids and their relative position and
angle. These eight model parameters depend on clin-
ical conditions and are predefined by clinicians.

D. Canceling dipole physical constraint PC

Since the canceling dipole electrodes are chosen from
those on the stimulating grid, the source and sink
electrode locations of all the canceling dipoles are rep-
resented as:

(x+c,n,y
+
c,n) = (p+c,n · d,q+c,n · d),∀n= 1,2, ...,N (D1)

(x−c,n,y
−
c,n) = (p−c,n · d,q−c,n · d),∀n= 1,2, ...,N (D2)

where p+c,n,p
−
c,n = 0,1, ...,Xs − 1 and q+c,n,q

−
c,n =

0,1, ...,Ys − 1.
Among all the possible coordinates of the can-

celing dipole electrode, the first sub-constraint
excludes cases wherein a canceling electrode over-
laps with one of the primary stimulating electrodes,
which is illustrated as:

(x+c,n,y
+
c,n) ̸= (x+s ,y

+
s ),∀n= 1,2, ...,N (D3)

(x+c,n,y
+
c,n) ̸= (x−s ,y

−
s ),∀n= 1,2, ...,N (D4)

(x−c,n,y
−
c,n) ̸= (x+s ,y

+
s ),∀n= 1,2, ...,N (D5)

(x−c,n,y
−
c,n) ̸= (x−s ,y

−
s ),∀n= 1,2, ...,N (D6)

The second sub-constraint excludes cases wherein
two canceling dipoles share electrodes, which is
shown as:

(x+c,i,y
+
c,i) ̸= (x+c,j,y

+
c,j),∀i, j= 1,2, ...,N and i ̸= j (D7)
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(x+c,i,y
+
c,i) ̸= (x−c,j,y

−
c,j),∀i, j= 1,2, ...,N and i ̸= j (D8)

(x−c,i,y
−
c,i) ̸= (x+c,j,y

+
c,j),∀i, j= 1,2, ...,N and i ̸= j (D9)

(x−c,i,y
−
c,i) ̸= (x−c,j,y

−
c,j),∀i, j= 1,2, ...,N

and i ̸= j
(D10)

E. Derivation of the interference function
IF

By substitutingUs (x,y,z) andUc,n (x,y,z), defined in
appendix A, into equation (5), the activating func-
tions due to the stimulating dipole AFs (x,y,z) and
the nth canceling dipole AFc,n (x,y,z), n= 1, ...,N, are
derived to be:

afs (x,y,z) =
Is

4πσ

[
− (r+s (x,y,z))

2 − 3z2(
r+s (x,y,z)

)5
+
(r−s (x,y,z))

2 − 3z2(
r−s (x,y,z)

)5
] (E1)

afc,n (x,y,z) = − Ic,n
4πσ

[
−
(
r+c,n (x,y,z)

)2 − 3z2(
r+c,n (x,y,z)

)5
+

(
r−c,n (x,y,z)

)2 − 3z2(
r−c,n (x,y,z)

)5
] (E2)

where r+ and r− represent the distances from obser-
vation point (x,y,z) to dipole source and sink elec-
trodes, respectively.

The interference constraint IC is based on two
assumptions. First, since afs (x,y,z) reaches the max-
imum right beneath the two primary stimulating
electrodes, we assume that the artificial sensation
happens underneath the primary stimulating dipole
where the interference is needed to be evaluated.
Thus, (x,y) is equal to (x+s ,y

+
s ) or (x

−
s ,y

−
s ). To expli-

citly demonstrate all the variables to be optimized in
the candidate solution (cs), the activating functions
are written as AFs (z) and AFc,n (cs,z), where

AFs (z) = afs (x,y,z)|(x,y)=(x+s ,y+s ) or (x,y)=(x−s ,y−s ) (E3)

AFc,n (cs,z) = afc,n (x,y,z)|(x,y)=(x+s ,y+s ) or (x,y)=(x−s ,y−s )

(E4)

Second, since the averaged thickness of CSF plus
cortex is around 6.5 mm [28, 29], we postulate that
the sensation can be predicted by the activating func-
tion along the z-axis from z=−6.5 mm to z= 0 mm.
Therefore, the regions of interest we need to evaluate
the interference are (x+s ,y

+
s ,z) and (x−s ,y

−
s ,z) where

z ∈ [−6.5,0]. Under the above assumptions, we intro-
duce an interference function (IF) which is defined to

be the absolute value of the ratio between the activat-
ing functions of the canceling currents and stimulat-
ing current, i.e.

IF(cs,z) =

∣∣∣∣∣
∑N

n=1AFc,n (cs,z)

AFs (z)

∣∣∣∣∣ (E5)

IC states that, at the observation point located
underneath the stimulating dipole, if IF is less than
the tolerable interference threshold α (e.g. 0.5%), the
influence of auxiliary stimulation on the artificial sen-
sation can be neglected.
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