Spiking and LFP activity in PRR during symbolically instructed reaches
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Hwang EJ, Andersen RA. Spiking and LFP activity in PRR during symbolically instructed reaches. J Neurophysiol 107: 836–849, 2012. First published November 9, 2011; doi:10.1152/jn.00063.2011.—The spiking activity in the parietal reach region (PRR) represents the spatial goal of an impending reach when the reach is directed toward or away from a visual object. The local field potentials (LFPs) in this region also represent the reach goal when the reach is directed to a visual object. Thus PRR is a candidate area for reading out a patient’s intended reach goals for neural prosthetic applications. For natural behaviors, reach goals are not always based on the location of a visual object, e.g., playing the piano following sheet music or moving following verbal directions. So far it has not been directly tested whether and how PRR represents reach goals in such cognitive, nonlocational conditions, and knowing the encoding properties in various task conditions would help in designing a reach goal decoder for prosthetic applications. To address this issue, we examined the macaque PRR under two reach conditions: reach goal determined by the stimulus location (direct) or shape (symbolic). For the same goal, the spiking activity near reach onset was indistinguishable between the two tasks, and thus a reach goal decoder trained with spiking activity in one task performed perfectly in the other. In contrast, the LFP activity at 20–40 Hz showed small but significantly enhanced reach goal tuning in the symbolic task, but its spatial preference remained the same. Consequently, a decoder trained with LFP activity performed worse in the other task than in the same task. These results suggest that LFP decoders in PRR should take into account the task context (e.g., locational vs. nonlocational) to be accurate, while spike decoders can robustly provide reach goal information regardless of the task context in various prosthetic applications.
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IN VISUALLY GUIDED REACHING, the spatial goal of the reach can have various relationships to a visual object (Wise et al. 1996). Since no conventionally accepted nomenclature exists for these different relationships, we will use the following definitions throughout the paper. In the direct reach, the visual object is the reach goal. In the transformational reach, the goal is inverted, rotated, or scaled from the visual object location. In both direct and transformational reaches, the spatial location of the object is used to compute the reach goal. In the symbolic reach, the goal is associated with nonlocational features such as shape or color. The shape or color of the stimulus holds no intrinsic relation to the reach goal but can be reliably associated with a specific reach goal after training.

In the parietal reach region (PRR) of posterior parietal cortex, neurons systemically vary their firing rate with the impending reach goal for both direct and transformational reaches (Gail and Andersen 2006; Snyder et al. 1997). However, it has not been directly investigated whether and how spiking activity in PRR encodes the reach goal for symbolic reaches in which the goal is inferred from nonlocational features of an object. It seems reasonable to expect that the spiking activity in PRR would encode the goal for a symbolic reach considering that it encodes the goal in the antireach task, a transformational reach in which the goal is inverted from the stimulus location (Gail and Andersen 2006; Gail et al. 2009; Westendorff et al. 2010). Moreover, for the same reach goal, the response of a majority of neurons in the antireach task was similar to the proreach task, a direct reach, and the response of only ~20% of neurons was gain-modulated by the task condition (Gail et al. 2009). The spiking activity of PRR for symbolic reaches may not significantly differ from direct reaches similar to the spiking activity of PRR for transformational reaches.

Increasingly more studies in neural prosthetic research pay attention to the encoding properties of local field potentials (LFPs), as LFPs are less sensitive to changes in the electrode position than spike waveforms, and thus possibly more stable in a chronic recording situation (Andersen et al. 2004; O’Leary and Hatsopoulos 2006). So far the reach goal encoding of LFPs in PRR has been examined only in direct reach tasks. LFPs in PRR modulate their spectral power in high beta and low gamma bands depending on the location of the goal for impending direct reaches in PRR (Hwang and Andersen 2011; Scherberger et al. 2005). In our previous study in PRR, we showed that the gamma band LFPs at above 40 Hz encode the reach goal more strongly when the stimulus at the goal remains visible than when the stimulus is extinguished and the monkey has to remember the stimulus location (Hwang and Andersen 2011). Therefore, the LFPs in PRR appear to encode the goal in a task-specific manner. It is of interest to find whether and which components of the LFPs differ between symbolic and direct reaches.

Examination of the goal encoding properties of spikes and LFPs recorded from PRR in various reach tasks will provide important information regarding how to build decoders that perform robustly across various neural prosthetic applications (Andersen and Cui 2009; Andersen et al. 2010). If the neural activity in PRR represents the reach goal for symbolically cued reaches, this region could provide control signals for a neural prosthesis even when the goal is designated in this more cognitive way. Furthermore, if the population response in symbolic tasks is identical to that in direct tasks, then a single algorithm trained in a simple calibration task could be used to decode the intended reach goal for a variety of conditions.

To address these issues, we examined the spiking and LFP activity of the macaque PRR with a symbolic reach task and compared this activity to responses recorded with a direct reach task. We found that the spiking activity near reach onset represents the reach goal in a task-invariant manner, allowing
perfect decoding of the reach goal with a single decoder across task conditions. The LFP activity at 20–40 Hz showed a small but significantly enhanced goal representation in the symbolic task, resulting in a decrease in decoding accuracy when applying the decoder to the direct reach task. Therefore, decoders using LFP activity should take into account the task condition, while decoders using PRR spiking activity can robustly provide reach goal information without considering the task condition.

METHODS

Two male rhesus monkeys (Macaca mulatta; monkey Y: 7 yr, monkey G: 6 yr) participated in this study. All procedures were in accordance with National Institutes of Health guidelines and were approved by the California Institute of Technology Animal Care and Use Committee.

Behavioral tasks: direct versus symbolic task. The monkeys sat in a primate chair and viewed visual stimuli presented on a vertical LCD monitor placed in the fronto-parallel plane, ~40 cm away from the eyes. The monkeys’ eye position was recorded with an infrared CCD camera (240 Hz; ISCAN, Burlington, MA), and hand position was recorded with a 19-in. translucent touch-sensitive screen (Intelli-Touch; ELO Systems, Menlo Park, CA) placed in front of the LCD monitor. The visual stimulus presentation, online monitoring of eye and hand positions, and reward delivery were controlled by a real-time LabView program (National Instruments, LabView7.1) running on a real-time operating system (National Instruments, LabView Real-Time).

The direct task trials began with the monkeys acquiring the ocular and manual fixations in the center of the screen (Fig. 1A). After a 0.5-s fixation period, a single reach target (circle) was flashed for 0.3 s at one of six peripheral locations evenly spaced around a virtual circle (radius ~10.3° eccentricity). The monkeys maintained fixation for a variable delay (random between 1.2 s and 1.5 s) until the manual fixation target disappeared (go-cue), signaling them to reach to the remembered location without moving the eyes. After holding the hand within 3° from the reach target and the eyes on the fixation target for 0.3 s, they received a juice reward.

The symbolic task trials proceeded in the same way as the direct task trials except that an arrow at the central fixation location instead of a circle in the periphery was presented during the cue period (Fig. 1B). The correct reach target was in the pointing direction of the arrow on the same virtual circle as in the direct task. The monkeys learned the imposed rules over a course of 3–4 wks, and during the recording experiment they performed with high accuracy (95 ± 8.0% for monkey Y, 84 ± 14.7% for monkey G). The task types and target locations were pseudorandomly interleaved. Twelve trials per target location and trial type were included in the analysis of each neuron or LFP site.

The reaction time from the go-cue to reach onset was 273 ± 98.1 ms and 267 ± 86.4 ms, respectively, in the direct and symbolic tasks for monkey Y and 433 ± 170.0 ms and 431 ± 191.3 ms for monkey G.

Extracellular recording. Both monkeys were implanted with a head holder and recording chamber over the intraparietal sulcus following the procedures described by Scherberger et al. (2003). A 16-channel chronic microdrive (Neuralynx, Bozeman, MT) was housed in the chamber and removed at the end of the study. The recording chamber placement was guided and confirmed by structural magnetic resonance imaging.

We recorded 229 neurons in total (104 from monkey Y, 125 from monkey G) from the cortical region within which a majority of neurons show stronger direct reach delay period activity than direct saccade delay period activity. The recording area was confined to 0–5 mm posterior and 5.5–8 mm lateral in Horsley-Clarke coordinates, at

3–7 mm below the dural surface, for monkey Y and ~6–10 mm posterior and 6.5–10 mm lateral, at 3–7 mm below the dural surface, for monkey G. Of the 229 neurons, we included in our analyses only the neurons that satisfied the following two criteria: 1) its delay period (1-s interval prior to reach onset) activity was significantly tuned to the reach goal in at least one of the two reach tasks (1-way ANOVA with the reach goal as the single factor, P < 0.01), and 2) the maximum mean firing rate during the delay period exceeded 5 Hz. In total 178 neurons recorded from 159 recording sites qualified these criteria (85 neurons from monkey Y, 93 from monkey G).

The LFP signals were separated from the spiking signals by a preamplifier (Plexon MAP system) with built-in hardware band-pass filters (LFP: 3.3–88 Hz, spike: 154 Hz–8.8 kHz). The cutoff frequencies of the LFP filters were predetermined based on previous findings in our laboratory that the cognitive state or reach goal information encoded in LFPs during the delay period is concentrated below ~90 Hz (Hwang and Andersen 2009; Pesaran et al. 2002; Scherberger et al. 2005).

Spatial tuning analysis. Hereafter, the late delay period is the 1-s time interval prior to the go-cue unless otherwise noted. The spike and LFP signals in the late delay period were subjected to spatial tuning analysis. For the spike signal, the spike count in the late delay period was used. For the LFP signal, the spectral power in the late delay period was computed by the multitaper method with a 5-Hz bandwidth (Pesaran et al. 2002), and the average powers in eight frequency bands (0–10, 10–20, . . . , 70–80 Hz) were analyzed. The spatial tuning properties of both the spike and LFP signals were analyzed in terms of tuning depth, circular variance, and preferred direction as described below.

Fig. 1. The 2 randomly interleaved tasks. A: direct task. Monkeys reached to the remembered location of a briefly flashed visual stimulus (green circle). The monkey’s gaze was fixed on the center of the monitor (red square) throughout the trial. B: symbolic task. To be rewarded, monkeys reached in the direction of a briefly flashed arrow in the central visual field after the imposed variable delay. Note that icons are not to scale.
Tuning depth and circular variance. The tuning depth was computed as the trough-to-peak amplitude of a tuning curve that characterized the mean signal variation as a function of the reach goal. The tuning depth for the spike signal was computed on spike counts. The tuning depth for the LFP signal was computed on the LFP spectral power converted into the percent change from the baseline (0.2-s interval before cue onset) spectrum.

On the other hand, the width of the tuning curve was computed using circular variance as follows (Gur et al. 2005):

\[ 1 - \left| \sum_{i=1}^{6} \left( r_i \cdot \hat{u}_i \right) / \sum_{i=1}^{6} r_i \right| \]

Here \( r_i \) is the mean signal value for the \( i \)th target location and \( \hat{u}_i \) is the unit vector pointing to the \( i \)th target. The six target locations differed only in their direction but not in eccentricity. The circular variance varies between 0 and 1; the lower the circular variance, the sharper the tuning.

The statistical significance of both the tuning depth and the circular variance of each tuning curve was tested through a permutation test. The trial-by-trial data were randomly permuted so that each trial was assigned with a random target location but with the same task condition as the original data, and the tuning depth and circular variance of the permuted sample were computed. After 1,000 repetitions, if the 99% confidence interval of the 1,000 permuted samples did not include the unpermuted data, we considered that the tuning depth or circular variance was significant at the 1% significance level.

**Preferred direction.** The preferred direction was determined as the directional tuning vector (DTV) computed as follows:

\[ \text{DTV} = \sum_{i=1}^{6} r_i \cdot \hat{u}_i \]

(Gail and Andersen 2006). Given the noise in the signals and the limited number of trials, six targets may not be sufficient to accurately estimate the preferred direction. However, the DTV-based preferred direction has been used for as few as four targets (Gail and Andersen 2006). Moreover, we took steps to reduce the false alarm errors in determining whether two preferred direction estimates from the DTV-based method were different through a bootstrapping method described in the next section.

**Statistical significance test for intertask difference.** We applied a bootstrapping method proposed by Stevenson et al. (2011) to determine the statistical significance of the intertask difference for each variable (tuning depth, circular variance, mean firing rate, and preferred direction) at the individual neuron and LFP site level. We computed the confidence interval of the intertask difference through 1,000 time bootstrap resamplings of trials. Each time, we randomly sampled 72 trials with replacement from the original data for each of the two tasks and computed the intertask difference in the variable of interest from the sample. After 1,000 repetitions, if the 99% confidence interval of the intertask difference did not contain 0, then we rejected the null hypothesis (that the difference actually is 0) at the 1% significance level.

To determine the statistical significance of the intertask difference at the population level, we applied the \( t \)-test on the population sample of the difference for the tuning depth and mean firing rate. For the circular variance, we applied the Wilcoxon signed-rank test because the difference in the circular variance is a bounded variable. For the preferred direction, we applied the circular m-test, which is equivalent to the linear r-test.

For any statistical tests on the preferred direction except for the permutation test described above, we used the Matlab Circular Statistics Toolbox provided by Berens.

**Peristimulus time histogram.** When estimating the time when the firing rates are significantly tuned to the reach goal, we wanted to use spiking events that occurred up to that time and not after. Therefore, instead of the conventional Gaussian kernel method, we applied the procedures described in Westendorff et al. (2010) to construct the peristimulus time histogram (PSTH). The raw spike train with 1-ms resolution was aligned to cue onset or reach onset and convolved with the following excitatory postsynaptic potential (EPSP)-like causal kernel:

\[ \frac{0.022}{0.02^2} \left( 1 - e^{-\frac{t}{0.02}} \right) e^{-\frac{t}{0.02}} \cdot w(t) \]

where

\[ w(t) = \begin{cases} 1, & \text{if } t \geq 0 \\ 0, & \text{otherwise} \end{cases} \]

The causal kernel resembling a postsynaptic potential in combination with the rectangular kernel represents the smoothed postsynaptic influence of each spike (Thompson et al. 1996).

**Reach goal tuning latency.** We computed reach goal tuning latency of individual neurons as described by Westendorff et al. (2010). For an individual neuron, the PSTH values at each time point (with 1-ms steps) were subjected to a one-way ANOVA test with the reach goal as the single factor and to the DTV computation. The reach goal tuning at a specific time point was considered to be significant if the ANOVA test was significant at \( p < 0.05 \) and the amplitude of the DTV was greater than 20% of the value for the maximally responding reach goal at that time point. When the reach goal tuning was significant for a consecutive 50-ms duration for the first time after cue onset, the initial time point of the 50-ms duration was taken as the reach goal tuning latency.

**Classification of neurons.** Previously, we defined two PRR neuron classes, visuomotor and motor (Hwang and Andersen 2011). The classification used the following definitions. When planning a reach to the preferred goal, the visuomotor neurons fire more when the goal stays illuminated (visual task, similar to the direct task in this study but the visual stimulus at the goal stayed illuminated until the end of the trial) than when it is extinguished (memory task, same as the direct task in this study). In contrast, the motor neurons fire at the same rate whether or not the goal stays illuminated. Since some neurons (\( N = 129 \)) in this study were recorded during the visual task as well, we could classify these neurons as visuomotor and motor based on their response difference between the visual and memory tasks in the same way as the previous study. That is, we classified a neuron as visuomotor if its delay period response from 1.2 to 0.2 s before reach onset was greater in the visual than memory task by at least 3 spikes/s, and as motor otherwise.

**LFP spectrogram.** The raw LFP trace from each trial was transformed to a power spectrogram by computing a sequence of spectra over the 200-ms windows sliding with 50-ms steps, using the multitaper method with a 10-Hz bandwidth (Pesaran et al. 2002). Note that the bandwidth in the temporal analysis was larger than the spatial tuning analysis because of the smaller temporal window. The baseline power for each frequency was computed from the mean spectrum in the baseline period, averaged across all trials. The baseline period was a 200-ms interval preceding cue onset. The spectrogram of each trial was normalized to the percent change from the baseline spectrum. That is, the change from the baseline power was divided by the baseline power.

**Reach goal decoding.** To assess the feasibility of a single decoder in varying task conditions, we trained a Bayesian maximum likelihood
For each neural signal observation, we selected the target that was the most likely to be associated with the observation as follows. For a given observation, \( x \), we computed the probability of each target conditional on the given observation, i.e., the posterior probability, \( P(\text{target} | x) \), and selected the target with the maximum posterior probability: 
\[
\text{argmax}_i P(\text{target} | x)
\]
the decoder. The posterior probability was computed following Bayes’ rule using the prior and the probability of the observation conditional on each target location:
\[
P(\text{target} | x) = P(x | \text{target}) \cdot P(\text{target}) / P(x)
\]
Since we assumed that the prior, \( P(\text{target}) \), was uniform among the targets and \( P(x) \) was common among the targets, that maximizes \( P(\text{target} | x) \) must maximize \( P(x | \text{target}) \).
In addition, we assumed that \( P(x | \text{target}) \) was normally distributed, the variance, \( \sigma^2 \), was common, and only the mean, \( m_i \), was different among the targets. Therefore, \( P(x | \text{target}) \) was maximal when the exponent of the normal function, \( -(x - m_i)^2/2\sigma^2 \), was maximal. For a given \( x \), the exponent is maximal when \( (2x - m_i)/\sigma^2 \) is maximal. Thus the decoder needed to compute only this linear formula for each observation using \( m_i \) and \( \sigma^2 \) estimated from the training data to determine the most probable target.

For a \( N \)-dimensional observation signal (e.g., spike counts of \( N \) neurons), the linear formula can be rewritten in a matrix form as follows:
\[
\text{argmax}_i x^\top M_i - 0.5 \cdot M_i^\top M_i \cdot (1 \leq i \leq 6)
\]
Here, \( v \) is a \( N \times N \) diagonal matrix with the variance of each dimension of the observation signal in the diagonal, and \( M_i \) is a \( N \times 1 \) vector with the mean for the \( i \)th goal. The variance matrix was diagonal, as we assumed that different elements of observation signals were independent from one another. In the decoding analysis, we used spike counts and/or log powers in the eight frequency bands for LFP signals.

To examine the time course of decoding performance, a decoder was applied to the spike count or log power in 200-ms sliding windows with 50-ms steps starting from cue onset. In each time step, we used the observation signal that occurred only up to that time point and not after. The time course was computed in two different ways. In the first analysis, for each time point, training data were sampled from that time point. This analysis informed us how soon after cue onset reach goal information could be reliably extracted.

In the second analysis, training data were sampled from a constant time point. The idea is that in brain-machine interface (BMI) applications, the decoder would not be able to appropriately apply time-selective training data because there is no event defined as cue onset. Thus it is more realistic to use a constrained training data set across time points. Since the neural response immediately before reach onset is known to be less variable across trials and across task conditions (Churchland et al. 2010; Crammond and Kalaska 2000), training data for the second analysis were sampled from the time window immediately before reach onset. An important question is whether it is realistic to use movement onset in a real prosthetic application. In a previous study, we showed that monkeys can be trained to emit a specific LFP signal to move a computer cursor at an intended movement onset time without moving their own limbs (Hwang and Andersen 2011). The visuomotor neurons, like neuron \( A \), have strong transient responses upon cue onset in their preferred goal location, but the motor neurons, like neuron \( B \), do not. Since many neurons (\( N = 129 \)) in this study were recorded during the previous study as well, we could classify these neurons as visuomotor and motor (see Methods) and examine the intertask difference separately for the two classes. Of 129 neurons (80 from \( Y \) monkey, 49 from \( G \) monkey), 40 neurons (29/80, 11/49; 31%) were visuomotor and the rest (51/80, 38/49; 69%) were motor. In the direct task, the visuomotor neurons showed a transient response to cue onset (Fig. 3A). Not surprisingly, the visuomotor neurons showed reach onset in the direct task (Fig. 3C). The distribution of the reach goal tuning latency was significantly different between the two classes (2-sample Kolmogorov-Smirnov test, \( P < 0.01 \)). In the symbolic task, both classes of neurons increased their firing rate for the preferred goal at similar rates and without transients (Fig. 3C). The reach goal tuning latency
distribution was not significantly different between the two classes for the symbolic task (2-sample Kolmogorov-Smirnov test, $P > 0.01$).

Despite the difference in early period response between the two classes, both classes showed task-invariant spatial tuning in the late delay period (Fig. 3, A and B). Thus, for the late delay period response, we present the analysis results using all neurons that were recorded in the direct and symbolic tasks ($N = 178$; 85 from monkey Y, 93 from monkey G) without distinguishing their class. We first examined the significance of the reach goal tuning in the late delay period based on a one-way ANOVA with the reach target as the single factor, at the significance level of $P > 0.01$. We found that 79% of neurons (78/85 for monkey Y, 63/93 for monkey G) were significantly tuned in the late delay period in both tasks, 10% (7/85, 11/93) only in the symbolic task, and 8% (0/85, 14/93) only in the direct task.

We further examined the difference in the reach goal tuning between the two tasks in terms of the preferred direction, tuning depth, circular variance, and mean firing rate at both the population and individual neuron levels (summarized in Table 1). First, the preferred direction was not different between the two tasks at the population level (circular m-test; $P > 0.01$) (Fig. 4, A and B). Figure 4A shows the preferred direction in the direct task versus the symbolic task of all 178 neurons. The majority of neurons lie close to the unity line, indicating that the preferred direction was similar between the two tasks. At the individual neuron level, we found that the preferred direction was not statistically different between the two tasks for 89% of neurons (bootstrap, $P > 0.01$; 71/85, 88/93). The high incidence of nearly identical preferred directions between the two tasks cannot be explained by any intrinsically biased representation of preferred directions because the null distribution (distribution of differences in preferred direction for randomly paired neurons) is rather uniform (Fig. 4B).

Second, we compared the tuning depth (maximum firing rate - minimum firing rate in the tuning curve) between the two tasks because the amplitude of the tuning curves could be different even with similar preferred directions (Fig. 4, C and D). The tuning depth was statistically significant for 84% of the neurons (77/85, 73/93) in the direct task and 87% (83/85, 72/93) in the symbolic task (permutation test, $P < 0.01$). Tuning depth was not significantly different between the two tasks at the population level ($t$-test; $P > 0.01$). At the individual neuron level, the tuning depth was...
not statistically different between the tasks for 77% of the neurons (bootstrap, $P > 0.01$; 71/85, 88/93).

Third, we compared the circular variance representing the width of the tuning curve (Fig. 4, E and F). The circular variance was statistically significant for 83% of the neurons (76/85, 71/93) in the direct task and 84% (82/85, 68/93) in the symbolic task (permutation test, $P < 0.01$). We found no difference between the two tasks at the population level (Wilcoxon signed-rank test; $P > 0.01$). At the individual neuron level, the circular variance was not statistically different between the tasks for 86% of the neurons (bootstrap, $P > 0.01$; 55/85, 80/93).

Finally, we examined the possibility of a difference in mean firing rate between the two tasks (Fig. 4, G and H). The mean firing rate may increase or decrease through a task-modulated gain effect without changing the tuning quality. We found no intertask difference in the mean firing rate at the population level ($t$-test; $P > 0.01$). Individual neuron analysis indicated that the mean firing rate was not statistically different between the tasks for 71% of the neurons (bootstrap, $P > 0.01$; 57/85, 70/93).

Table 1. Proportion of neurons with significant intertask response difference in terms of tuning depth, circular response, preferred direction, and mean firing

<table>
<thead>
<tr>
<th>% Neurons with Significant Intertask Difference ($P &lt; 0.01$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tuning depth</td>
</tr>
<tr>
<td>Circular variance</td>
</tr>
<tr>
<td>Preferred direction</td>
</tr>
<tr>
<td>Mean firing rate</td>
</tr>
<tr>
<td>24% (38, 11)</td>
</tr>
<tr>
<td>23% (25, 86)</td>
</tr>
<tr>
<td>11% (34, 13)</td>
</tr>
<tr>
<td>29% (33, 26)</td>
</tr>
</tbody>
</table>

Proportions of neurons with significant intertask response difference in terms of tuning depth, circular response, preferred direction, and mean firing rate ($N = 178$) are shown. Numbers inside parentheses are % for monkeys $Y$ and $G$, respectively.

Spatial tuning of LFP activity in the late delay period is enhanced in the symbolic task. Previous studies have shown that LFP power in PRR is modulated by the impending reach goal in the direct task (Hwang and Andersen 2011; Scherberger et al. 2005). However, it remained unknown whether the LFPs still encode the reach goal in nondirect reach tasks such as the transformational or symbolic reach tasks. To address this issue, we examined LFPs in the symbolic task in comparison to the direct task. Figure 5, A and B, show the power spectrograms of LFPs recorded from the same electrode as neuron $B$ in Fig. 2. Consistent with the LFPs reported in the previous studies, the power above 20 Hz of the example LFPs was stronger for the contralateral than the ipsilateral reach goal between cue offset and reach onset in the direct task (Fig. 5A). More interestingly, the LFP power above 20 Hz was still modulated in the symbolic task by the reach goal (Fig. 5B). The reach goal-related power modulation in both tasks was confirmed in the average power spectrograms across 159 sites from which we recorded single neurons described in the previous section (Fig. 5, C and D).

To systematically compare the spatial tuning of LFPs between the two tasks, we first examined the tuning depth and circular variance of the late delay period (the 1-s interval prior to the go-cue) LFP power in eight different frequency bands. The tuning depth was significantly larger in the symbolic than the direct task at 30–40 Hz for monkey $Y$ and 20–30 Hz for monkey $G$ ($t$-test; $P < 0.01$) (Fig. 6A). Similarly, the circular variance was significantly smaller in the symbolic than the direct task at 30–40 Hz for monkey $Y$ and 20–30 Hz for monkey $G$ (Wilcoxon signed-rank test; $P < 0.01$) (Fig. 6B). Therefore, the spatial tuning of 20–40 Hz LFPs was enhanced in the symbolic task at the population level. The number of sites that showed significantly different tuning depth or circular variance is listed in Table 2.

Next, we examined the intertask difference in the preferred direction of the late delay period LFPs. In all eight frequency bands, the intertask difference was statistically insignificant at
the population level in both monkeys (circular m-test; \( P < 0.01 \)) and for the majority of the individual LFP sites (Table 2), indicating a consistent spatial preference of the LFPs between the two tasks. The distributions of the intertask differences in the preferred direction confirmed that the preferred directions were nearly identical (Fig. 6, C and D). For instance, at 20–30 and 30–40 Hz, the peak and the mean of the distributions were located near zero (mean was 7 ± 38.2° and 6 ± 40.8°, respectively). Interestingly, the null distributions (distribution of differences in preferred direction for randomly paired LFP sites) also showed peaks near zero, likely due to the strongly biased spatial preference by the LFPs (Fig. 6, E and F).

Nevertheless, the high incidence of nearly identical preferred directions between the two tasks cannot be explained solely by this intrinsically biased representation because the null distributions were significantly different from the observed distributions (2-sample circular Kuiper test, \( P < 0.01 \) for both 20–30 and 30–40 Hz bands).

**Spike tuning vs. LFP tuning.** On average, the tuning quality of spikes was better than that of LFPs. The median circular variance of spikes was 0.73 for both the direct and symbolic tasks. The median circular variance was the smallest in the 0–10 Hz band for LFPs in both tasks and was 0.90 and 0.91 for direct and symbolic tasks, respectively. At the population level, the circular variance was significantly larger for LFPs than for spikes (Wilcoxon signed-rank test, \( P < 0.01 \) for both tasks). In other words, LFPs were more broadly tuned to the reach goal than spikes.

We wondered whether the tuning quality of spikes could be a good predictor about the tuning quality of LFPs simultaneously recorded from the same electrode. Therefore we computed Pearson’s correlation coefficients between the spike and LFP tuning circular variances, and between the spike and LFP tuning depths, across all recording sites. No significant correlation was found in the tuning depth or circular variance between spikes and LFPs in any frequency band or any task. That is, the LFP tuning quality of a given recording site could not be predicted from the spike tuning quality of the same site or vice versa.

We also examined how the preferred directions were related between spikes and LFPs recorded from the same electrode. Figure 7A shows the average difference in the preferred directions between spikes and LFPs separately for the eight frequency bands. The preferred direction of the spikes tends to be diametrically opposite from that of the low-frequency band LFPs as indicated by the average difference close to 180°, while it tends to be identical to that of the high-frequency band LFPs as indicated by the average difference close to 0°. To confirm this trend, we computed the correlation coefficient between the tuning curves of spikes and LFPs in the eight frequency bands (Fig. 7B). However, the result was inconclusive. The correlation coefficient was positive for the high-frequency bands but not significantly different from zero in the low-frequency bands.

**Decoding analysis in the direct and symbolic tasks.** First, we asked how quickly after cue onset a decoder trained in one task can reliably predict the reach goal in the same versus the other task. Figure 8A shows the average time course of decoding performance when using spiking activity of 178 neurons. In this analysis, for each time window, the decoder was trained by using data from that window only. As predicted by the time course of the firing rates, the reach goal decoding became...
accurate earlier in the direct than the symbolic task in both within- and across-task decoding conditions. The decoding performance was significantly better than the chance level (1-sided t-test, $P < 0.05$) at 100, 200, 200, and 300 ms, respectively, for direct-direct, symbolic-symbolic, symbolic-direct, and direct-symbolic as training-testing pairs. More interestingly, the across-task decoding performance was not different from the within-task performance at reach onset as both became perfect.

Similar to the spiking activity, when using the LFP activity from 159 sites, the goal decoding became accurate earlier in the direct than the symbolic task (Fig. 8B). The decoding performance became significantly better than the chance level at 150, 300, 300, and 300 ms, respectively, for direct-direct, symbolic-symbolic, symbolic-direct, and direct-symbolic as training-testing pairs. Different from the spiking activity, however, the within-task decoding performance stayed significantly better than the across-task performance all the way through reach onset.

A number of factors may contribute to the lower across-task performance when using the LFPs. First, the spatial tuning of the 20–40 Hz LFP power was different between the two tasks in terms of the tuning depth and circular variance as described above. Second, the reliable estimation of LFP power spectra requires longer time windows, especially for lower-frequency power. Thus, as the time window becomes smaller, the relative impact of the 20–40 Hz power on decoding performance would become larger than the lower-frequency power, decreasing the decoding performance in the other task due to the difference in 20–40 Hz power. Consistent with this idea, when we compared the decoding performance at reach onset among various time window lengths used for both training and testing.

Fig. 5. Local field potential (LFP) power spectrograms. A: LFP power spectrogram for a reach target in the space contralateral to the recorded hemisphere vs. ipsilateral side space in the direct task. LFPs were recorded from the same site as neuron B in Fig. 2. The left side of the spectrograms is aligned to cue onset, and the right side is aligned to reach onset. Solid vertical lines represent cue onset, cue offset, go-cue, and reach onset. Dashed lines interleaving the go-cue indicate SD. B: LFP power spectrograms in the symbolic task for the same recording site as in A. C: average power spectrograms in the direct task across 159 recording sites. D: average power spectrograms in the symbolic task.
data, the across-task decoding performance was indeed better with longer window lengths (Fig. 8C). However, the difference in the 20–40 Hz power was incompletely compensated for by the use of a more accurate estimate of lower-frequency power using a larger time window. The across-task performance still stayed below the perfect level, reflecting the persistent influence of the difference in the 20–40 Hz power between the two tasks.

Although the analysis heretofore is useful to estimate when one can start accurately predicting the reach goal in laboratory tasks, applying different decoders at different times is not practical for real neural prosthetic applications in which no event defining cue onset exists. Thus it may be more realistic to use a constant training data set across time points. For this purpose, it is sensible to select training data from a time period during which the neural response is the most consistent across and within tasks.

We already showed that the neural response is more consistent between the direct and symbolic tasks near reach onset than earlier time periods. A study of the frontal motor areas reported that the neural response near reach onset is relatively consistent even between an instructed delay task, Fig. 6. Spatial tuning of the LFP activity during the late delay period. A: average tuning depth of the LFP power (mean ± SE) in the 8 different frequency bands in the direct and symbolic tasks. B: average value for (1 − circular variance). C: histogram of difference in preferred directions of the 20–30 Hz band power between direct and symbolic tasks. Filled bars represent the number of LFP sites that show significantly different preferred directions between the 2 tasks. Dashed lines represent the distribution of preferred direction differences for randomly paired LFP sites. D: same as C but for the 30–40 Hz band power. E: distribution of the preferred directions of the 20–30 Hz band power in the 2 tasks. F: same as E but for the 30–40 Hz band.

### Table 2. Proportion of LFP sites with significant intertask response difference for each of 8 frequency bands in terms of tuning depth, circular variance, and preferred direction

<table>
<thead>
<tr>
<th>Frequency Band</th>
<th>Tuning Depth</th>
<th>Circular Variance</th>
<th>Preferred Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–10 Hz</td>
<td>6% (10, 2)</td>
<td>4% (5, 3)</td>
<td>4% (9, 5)</td>
</tr>
<tr>
<td>10–20 Hz</td>
<td>4% (10, 2)</td>
<td>4% (5, 3)</td>
<td>4% (9, 5)</td>
</tr>
<tr>
<td>20–30 Hz</td>
<td>9% (9, 8)</td>
<td>9% (9, 8)</td>
<td>9% (9, 8)</td>
</tr>
<tr>
<td>30–40 Hz</td>
<td>4% (95, 99)</td>
<td>6% (11, 1)</td>
<td>6% (11, 1)</td>
</tr>
<tr>
<td>40–50 Hz</td>
<td>8% (12, 3)</td>
<td>4% (6, 3)</td>
<td>4% (6, 3)</td>
</tr>
<tr>
<td>50–60 Hz</td>
<td>4% (4, 3)</td>
<td>3% (5, 2)</td>
<td>3% (5, 2)</td>
</tr>
<tr>
<td>60–70 Hz</td>
<td>2% (0, 1)</td>
<td>2% (2, 2)</td>
<td>2% (2, 2)</td>
</tr>
<tr>
<td>70–80 Hz</td>
<td>1% (1, 1)</td>
<td>0% (0, 0)</td>
<td>0% (0, 0)</td>
</tr>
</tbody>
</table>

Proportions of local field potential (LFP) sites with significant intertask response difference for each of the 8 frequency bands in terms of tuning depth, circular variance, and preferred direction (P < 0.01; N = 159) are shown. Numbers inside parentheses are % for monkeys Y and G, respectively.
like our tasks, and a reaction time task with no instructed delay (Crammond and Kalaska 2000). Furthermore, the population neural response in motor areas is more consistent across trials near reach onset than in other time periods (Churchland et al. 2010). Finally, it is plausible to use movement onset in a real prosthetic application because monkeys can be trained to emit a specific LFP signal to move a computer cursor at an intended movement onset time.

Fig. 7. Relation of the preferred directions between the spiking and LFP activity. A: average difference (mean ± SD) between the preferred directions of the spike firing rate and the LFP power in each of the 8 frequency bands. Significance of the difference was tested with the circular m-test. B: average correlation coefficient (mean ± SE) between the reach goal tuning curves of the spike firing rate and the LFP power in each frequency band.

Fig. 8. Reach goal decoding performance. A: average time course of the decoding performance (mean ± SE) using the spike firing rate of 178 neurons in a 200-ms window sliding with 50-ms steps. For each time point, training data and test data were sampled from the 200-ms window ending at that time point. Thick lines represent the accuracy when training and testing data were from the same task. Thin lines represent the accuracy when training and testing data were from different tasks. Dashed horizontal line indicates chance level performance. B: same as A but using the LFP power of 159 sites. C: decoding performance at reach onset as a function of the time window length used to compute the LFP power for both training and testing data. All time windows ended at reach onset. D: same as A except that the training data for each time point were constant, i.e., the firing rates in the 200 ms ending at reach onset. E: same as D but using the LFP power. F: average LFP power spectra (mean ± SE) across 159 sites for the 200-ms window ending at reach onset vs. the prior 1-s period, from 1,200 ms to 200 ms before reach onset.
without moving their own limbs (Hwang and Andersen 2009). Thus we used data in the 200-ms window ending at reach onset for training the decoders.

The decoding performance increased at a slower rate in this analysis than in the first analysis because of the difference in firing rates between time periods (Fig. 8D). However, this is not a concern for prosthetic applications because the performance at reach onset was still perfect in all within- and across-task decoding conditions. Not surprisingly, the decoding performance for one task was not different whether the training data were from the same or the other task because the training data taken at reach onset were almost identical between the two tasks.

The effect of using constant training data on the decoding performance during the early delay period was much stronger when using LFP activity than when using spiking activity (Fig. 8E). Using the LFP spectra in the 200-ms window ending at reach onset as training data was bound to produce poor performance in earlier time periods because, in PRR, the LFP spectrum abruptly changes at ~100 ms before reach onset (Hwang and Andersen 2009). More specifically, during the 1-s delay period ending 200 ms before reach onset, oscillation power at 20–40 Hz is stronger than power below 10 Hz in both the direct and symbolic tasks (Fig. 8F). However, in the 200-ms window ending at reach onset, the oscillation power at 20–40 Hz is weaker than the power below 10 Hz (Fig. 8F). Although the 20–40 Hz power attenuates in the window just before reach onset, the intertask difference in the 20–40 Hz power persists as shown above, decreasing the across-task decoding performance.

Task-invariant goal decoding from PRR spiking activity in other task conditions. We showed that the population spike response allowed task-invariant goal decoding, although 10–30% of the neurons respond differently between the direct and symbolic tasks in terms of their preferred direction, tuning depth, circular variance, and mean firing rate. It is important to know whether task-invariant goal decoding from the population response holds true in other task conditions in which a nonnegligible proportion of neurons have task-specific goal encoding. For instance, we previously showed that ~30% of PRR neurons respond differently when the reach target is visible versus invisible even in the time period near reach onset (Hwang and Andersen 2011). Gail et al. (2009) also showed that their task conditions, i.e., pro- versus antireach, modulated the gain of the response for ~20% of PRR neurons.

To test whether task-invariant decoding occurs in other task conditions, we applied the same decoding analysis to the direct versus visual tasks using the subpopulation of neurons in our present study that were recorded during the visual task in addition to the direct and symbolic tasks (N = 129). The visual task was the same as the direct task except that the stimulus at the target location remained illuminated during the delay. As described above, 33% of neurons (N = 40) in our present population were visuomotor, showing a higher firing rate in the visual than the direct task prior to reach onset. However, we found that the cross-task decoding performance was as good as the within-task performance, within 100 ms before reach onset (Fig. 9A). This indicates that decoding from the spiking activity immediately prior to reach onset is task-invariant even in the presence of a neuronal subpopulation with highly task-specific modulation.

To examine whether the cross-task decoding performance was as good as the within-task performance because a larger proportion of the population (N = 89) was not task-specific, we performed neuron dropping curve analysis using all neurons, only the visuomotor neurons, and only the motor neurons, separately (Wessberg et al. 2000). In the neuron dropping curve analysis, decoding was performed on the spiking activity in the 200-ms interval before reach onset. Figure 9B shows the cross- and within-task decoding performances in each case. When using visuomotor neurons only the cross-task performance increased with the number of neurons, but it saturated and remained worse than the within-task performance even with as many as 40 neurons. In contrast, when using all neurons or only motor neurons, the cross-task performance became as good as the within-task performance with 40 neurons. The result shows that the task-invariant decoding is achievable if the large proportion of neurons is not task-specific, and can be generalized to various tasks beyond the direct and symbolic tasks.

DISCUSSION

In PRR the spiking activity near reach onset represents the reach goal in a task-invariant manner in the direct and symbolic tasks. The LFP activity in the 20–40 Hz band represents the reach goal more strongly in the symbolic task, but with similar

---

**Fig. 9.** Task-invariant reach goal decoding at reach onset. A: average time course of the decoding performance (mean ± SE) in the direct and visual tasks using the spike firing rate of 129 neurons in a 200-ms window sliding with 50-ms steps. Same format as Fig. 8A. B: decoding performance at reach onset as a function of the number of neurons used, when using only the visuomotor neurons (N = 40), only the motor neurons (N = 89), or both (N = 129).
spatial preference. The decoder trained with spiking data in one task performed perfectly in the other task even when firing rates were computed over a short time window. In contrast, the decoder trained with LFP data performed significantly worse in the other task than in the same task. These results indicate that a single decoder in PRR, when using the spiking but not LFP activity, can accurately provide the intended goal information in various neural prosthetic applications.

Task-invariant decoding across various task conditions. As mentioned above, the spatial goal of the reach can have various relationships to a visual object (Wise et al. 1996), i.e., direct, transformational, and symbolic. We showed that the task-invariant decoding between direct versus symbolic reaches is possible through the use of the PRR spike population response. The neuron dropping curve analysis indicated that task-invariant decoding is possible if the majority of the neurons are task-invariant (Fig. 9B). For instance, despite a significant intertask difference in 33% of the population between the direct and visual tasks, the cross-task decoding performance became as good as 95% correct when using a population of 40 neurons. We did not and cannot test all task conditions possible. However, it has been shown that a majority of PRR neurons encode the reach goal in antireaches similar to pro-reaches (Gail and Andersen 2006). It was also shown that most PRR neurons encode the reach goal in the presence of two targets similar to a single-target direct task (Scherberger and Andersen 2007). These previous results in combination with the present study results suggest that the intended reach goal can be robustly decoded from PRR spiking activity regardless of the relationship between the visual object(s) and the reach goal.

Implications for neural prosthetic applications. In some neural prosthetic applications (e.g., clicking computer icons and keyboards), decoding the spatial goal of a movement without the detailed kinematics of the movement trajectory is sufficient and even more efficient to operate a prosthetic device than decoding the trajectory (Andersen et al. 2004; Santhanam et al. 2006). Moreover, the intended goal information is also important in applications requiring volitional trajectory control because it can significantly improve the accuracy and speed of prosthetic movements when incorporated into instantaneous kinematic state decoders (Mulliken et al. 2008; Shanetchi et al. 2011; Yu et al. 2007). In both types of applications, the goal may be derived directly or symbolically from visual objects. Although it would be possible to build decoders that detect the task condition and use separate decoders depending on the task condition, it will be more convenient and straightforward if neural activity in a region represents the goal information in a task-invariant manner so that the decoder can be trained in a simple calibration task and decode the goal information across various applications. We demonstrated that PRR neurons can serve this purpose.

The task-invariant goal representation held true near reach onset but not earlier (Fig. 3, A and B, and Fig. 8A). However, the variability in the early goal representation is not a concern for prosthetic applications as long as the intended reach onset can be reliably estimated and the decoder uses data selectively in the time window immediately before the intended reach. Importantly, we previously showed that it is possible to decode the intended reach onset from LFPs in PRR based on their abrupt spectrum changes similar to those in Fig. 8F (Hwang and Andersen 2009).

Task-variant early period response. At least two factors explain the intertask difference in neural activity in the early period: the stimulus condition and the goal computation time. In sensorimotor areas such as PRR and PMd, among neurons encoding the motor goal, a subpopulation of neurons show a burst of response to visual stimulus onset, possibly encoding the location of the stimulus (Crammond and Kalaska 1994; Gail et al. 2009; Westendorff et al. 2010). In a previous study, we found that ~30% of PRR neurons (visuomotor) and the gamma band LFPs are sensitive to visual stimuli while the other neurons (motor) are not (Hwang and Andersen 2011). The visuomotor neurons and the LFP gamma band power showed higher activity when the reach goal stayed illuminated than when the goal extinguished, although a reach was planned to the same preferred goal in both cases. Not surprisingly, the visuomotor neurons and the gamma band LFPs had strong transient responses upon stimulus onset in their preferred goal location but not the motor neurons.

In the present study, the reach goal was visually cued in the direct task but in the symbolic task the center of the workspace was visually cued. The visual stimulation at the goal location would be expected to elicit more activity for the visuomotor neurons and the gamma band LFPs than the visual stimulation of the central location even though both stimuli instruct a reach to the preferred goal. As expected, we found that the visuomotor neurons and the LFP gamma band power showed significantly stronger early period activity in the direct task compared with the symbolic task (Fig. 3, A and B, and Fig. 5, C and D).

Another difference between the two tasks is the complexity of goal computation. It has been shown that more complex tasks are associated with longer reaction times and slower evolution of neural activity encoding the motor response (Gail and Andersen 2006; Roitman and Shadlen 2002). In the direct task, the goal is a direct translation of the stimulus location. In the symbolic task, the identity of the stimulus must first be associated with the correct goal. Thus it is expected that the goal computation would take longer in the symbolic than the direct task. Indeed, we found that both the visuomotor and motor neurons showed later response onset in the symbolic task, reflecting the difference in computation time between the two tasks.

Reach goal tuning of LFPs. Similar to our result, it is commonly found that LFPs encode the same sensory or motor parameters as spikes in the same region but with less sensitivity (Asher et al. 2007; Liu and Newsome 2006; Scherberger et al. 2005). Despite being less sensitive, LFPs are a compelling source of control signals for chronic neural prosthetic applications. Spike recordings become less viable over time, likely in part because of scarring at the electrode tips and movement of the electrodes from cardiac and respiratory pulsations, mechanical movement of the subject, and migration of tissues (Dickey et al. 2009; Santhanam et al. 2007). Because LFPs are less sensitive to changes in the electrode position than spike waveforms (Berens et al. 2008; Frien and Eckhorn 2000; Jia et al. 2011; Leopold and Logothetis 2003; O’Leary and Hatzopoulos 2006; Stark and Abeles 2007), they may be more stable over time than spike signals.
In addition, we found that the reach goal tuning strength of LFPs is not well correlated with the tuning strength of spikes simultaneously recorded from the same recording site. That is, an electrode placed in PRR is likely to record LFP signals carrying goal information whether or not it records spike signals carrying goal information. This result suggests that LFPs can complement spikes to enhance the intended reach goal decoding in neural prosthetic applications. Indeed, this has been confirmed in an actual BMI task in which a monkey controlled a computer cursor position using both spike and LFP signals from 16 electrodes implanted in PRR (Hwang and Andersen 2010). The task performance was significantly better than when either signal was used alone.

At the same time, the present study draws attention to two shortcomings of LFPs for decoding the reach goal. First, for reliable goal estimation, LFP power spectra need to be observed over a longer time window than spike firing rates, limiting their usefulness in tasks requiring fast reactions. Second, LFPs are affected by the task condition more than spikes, and thus more sophisticated decoders must be used when a goal decoder trained with LFPs in one task is used in another task.

The most notable intertask difference was the enhanced reach goal tuning of the 20–40 Hz LFP power in the symbolic task. This is in contrast to the enhanced reach goal tuning of the gamma band power at above 40 Hz in the visual task. However, physiological origins or behavioral correlates of the enhanced LFP power at different frequency bands have yet to be investigated.
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