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This paper addresses the computational role that the construction of a complete surface representation 
may play in the recovery of 3-D structure from motion. We first discuss the need to integrate surface 
reconstruction with the structure-from-motion process, both on computational and perceptual grounds. 
We then present a model that combines a feature-based structure-from-motion algorithm with a 
smooth surface interpolation mechanism. This model allows multiple surfaces to be represented in a 
given viewing direction, incorporates constraints on surface structure from object boundaries, and 
segregates image features onto multiple surfaces on the basis of their 2-D image motion. We present 
the results of computer simulations that relate the qualitative behavior of this model to psychophysical 
observations. In a companion paper, we discuss further perceptual observations regarding the possible 
role of surface reconstruction in the human recovery of 3-D structure from motion. 
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INTRODUCTION 

An important tool for the perceptual study of 
the recovery of three-dimensional (3-D) structure 
from motion has been the dynamic random-dot 
pattern, in which a random collection of points is 
moved across a two-dimensional (2-D) computer dis- 
play in a way that is consistent with the projection of 
points from the surface of a 3-D object moving in 
space. From these displays, the human visual system 
derives a vivid impression of 3-D structure in the 
absence of other cues to 3-D shape. Of particular 
significance to the ideas presented here, human observ- 
ers can derive the strong sense of a coherent surface, 
even when viewing only a sparse set of points in 
motion. 

This paper addresses the computational role that 
the construction of a complete surface representation 
may play in the recovery of 3-D structure from 
motion. We first discuss the need to integrate surface 
reconstruction with the structure-from-motion (SFM) 
process, both on computational and perceptual 
grounds. We then present a model that combines a 
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feature-based SFM recovery algorithm with smooth 
surface interpolation. This model allows multiple 
surfaces to be represented in a given viewing direction, 
incorporates constraints on surface structure from ob- 
ject boundaries, and segregates image features onto 
multiple surfaces on the basis of their 2-D image 
motion. Finally, we present the results of computer 
simulations that relate the qualitative behavior of 
this model to psychophysical observations. In a com- 
panion paper (Treue, Andersen, Ando & Hildreth, 
1995), we discuss further perceptual observations that 
reinforce the important role that surfaced reconstruc- 
tion plays in the human recovery of 3-D structure from 
motion. 

The individual components of our model are based 
on methods that have been presented earlier in the 
computational literature of SFM recovery and surface 
reconstruction. Many of these methods have been 
tested on a range of synthetic and natural imagery, 
establishing their viability from a computational 
standpoint. The main contribution of the work pre- 
sented here is the integration of these ideas in a frame- 
work that can provide one possible account for some 
seemingly complex phenomena in the perception of 
3-D structure from motion. These phenomena have 
not before been related to the behavior of a compu- 
tational model in the explicit way that we present in 
this paper. Our comparison between the performance of 
the model and human behavior is qualitative, and is 
intended to support fundamental aspects of the model. 
In order to conduct computer simulations, details of a 
model must be specified, but many of these details do 
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not critically effect the qualitative performance of the 
model. We therefore do not suggest that our model 
provides a detailed, quantitative account of human 
behavior. 

Computational motivations 

This section considers the computational motivations 
for combining SFM recovery with a surface reconstruc- 
tion process. We first distinguish three terms that will be 
used in this discussion. Surface interpolation refers to a 
process that fills in unknown surface values between 
points with known surface data in a way that exactly fits 
the known data. Surface approximation refers to a 
filling-in process that only approximately fits through 
known surface points. Both processes implicitly assume 
that there is only one surface to be constructed. The term 
surface reconstruction refers to a more elaborate process 
that not only fills in surface values using known data 
(surface approximation), but also allows multiple sur- 
faces to be represented in a given visual direction, and 
incorporates processes that detect and interpret surface 
boundaries, such as those associated with discontinuities 
in depth. The term "surface interpolation" is often used 
informally to refer to the component of the overall 
surface reconstruction process that fills in surface values 
on each individual surface, but the actual implemen- 
tation of this process always involves an approximation 
rather than interpolation algorithm. 

From a computational standpoint, there are several 
reasons to integrate SFM recovery with surface recon- 
struction. First, many SFM models are feature based, in 
that they first derive 3-D structure at the locations of 
image features such as intensity edges, corners and 
points (Ullman, 1983, 1984; Tsai & Huang, 1981; 
Barron, 1984; Aggarwal & Martin, 1988; Hiidreth, 1988; 
Waxman & Wohn, 1988; Faugeras, 1993). If one goal of 
early visual processing is to produce a complete surface 
representation, in which depth or other surface shape 
information is known at every image location, then 
restricting the initial recovery of structure to the lo- 
cations of features requires a subsequent stage in which 
a full surface is interpolated between the depths derived 
at sparse features. 

Second, object boundaries play an important role in 
SFM recovery, and their detection and analysis can be 
considered a critical aspect of surface reconstruction. 
There is a need to segment the image into regions 
corresponding to distinct objects, because the constraints 
that are used to interpret the 3-D shape of a surface 
within a single object may differ from the constraints 
used to infer relative depth between objects undergoing 
different motions. For example, a single object surface 
will often obey the rigidity assumption, while the motion 
of multiple objects taken together usually will not. Thus 
it is important for the SFM recovery to consider whether 
a given set of features belongs to a single object or 
multiple objects. 

With further regard to object boundaries, when an 
observer moves relative to a stationary environment, a 
depth discontinuity gives rise to a motion discontinuity 

in the image, with the change in projected image speed 
across the discontinuity proportional to the difference in 
depth between the viewed surfaces (Longuet-Higgins & 
Prazdny, 1980; Rieger & Lawton, 1985). In general, 
when object surfaces can undergo their own motion 
through space, only the order in depth of two surfaces 
meeting at a boundary can be inferred from relative 
image motion alone (Thompson, Mutch & Berzins, 
1985). This relative 2-D motion can be used to infer 
whether the surfaces on either side of a boundary are 
curved and rotating in depth (Thompson, Kersten & 
Knecht, 1992). The surface reconstruction process 
should incorporate both quantitative information re- 
garding the change in depth across an object boundary, 
and qualitative information, such as the order in depth 
of two adjacent surfaces, or whether a surface is curved 
along its boundary. 

Third, a surface reconstruction process can facilitate 
the representation of multiple surfaces in a single visual 
direction, as in the case of transparency. The presence of 
multiple image velocities superimposed on a small image 
region can signal this transparency. If the different 
velocities of image features are caused by an observer 
moving relative to stationary transparent surfaces, then 
the relative image movement can be used to infer their 
relative depths. Thus it should be possible to segregate 
visual features onto multiple surfaces based on their 
image velocities, and to reconstruct multiple surface 
representations at each location in the image. 

A further advantage of incorporating surface recon- 
struction into SFM recovery is that the reconstructed 
surface can serve as a later representation of 3-D struc- 
ture, effectively replacing the depths of individual 
features on the surface. The construction of such a 
representation may facilitate tasks such as object recog- 
nition and manipulation. The reconstructed surface can 
also remain intact when individual features appear or 
disappear, for example, during occlusion by other ob- 
jects, or during the self-occlusion that occurs along the 
boundary of an opaque, curved surface rotating in 
depth. 

Finally, computational studies emphasize the difficulty 
of developing SFM algorithms that behave robustly in 
the presence of error in the 2-D motion measurements. 
An interpolation process may reduce the sensitivity of 
the 3-D recovery algorithm to error, by "smoothing out" 
small fluctuations in the computed structure due to this 
error. 

The need to address all of the above issues through the 
integration of a 3-D recovery process with surface 
reconstruction has also been considered in other areas, 
such as in binocular stereo (e.g. Hoff & Ahuja, 1987). 

Perceptual motivations 

Perceptual observations suggest a role for surface 
reconstruction in SFM recovery and indicate how the 
structure-from-motion process contributes to the per- 
ception of complete 3-D surfaces. Consider our overall 
subjective experience when viewing dynamic random-dot 
displays. We perceive smooth, complete surfaces in 
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displays of sparse dots in motion, and discontinuities in 
the direction or speed of motion of the dots yield a 
strong impression of object boundaries with associated 
discontinuities in depth (Kaplan, 1969; Yonas, Craton & 
Thompson, 1987; Royden, Baker & Allman, 1988). SFM 
displays that depict points on a rotating surface yield a 
more compelling sense of 3-D structure than those that 
depict points distributed within a volume (Green, 1961; 
Todd, Akerstroin, Reichel & Hayes, 1988; Dosher, 
Landy & Sperling, 1989b). 

Perceptual observations regarding our ability to inter- 
pret SFM displays of features with short lifetimes 
suggest a more direct role for surface interpolation 
(Husain, Treue & Andersen, 1989; Dosher, Landy & 
Sperling, 1989a; Landy, Dosher, Sperling & Perkins, 
1991; Treue, Husain & Andersen, 1991; Treue et al., 

1995). Husain et al. (1989) constructed moving dot 
displays in which the lifetime of individual dots was 
systematically varied. The subjects' task was to dis- 
tinguish between a "structured" stimulus, in which the 
moving points were projected from the surface of a 
transparent cylinder rotating around a central vertical 
axis, and an "unstructured" stimulus, in which the 
projected 2-D motion vectors derived from the struc- 
tured stimulus were randomly shuffled. Each dot moved 
for a limited time and then disappeared and reappeared 
at another random location. Subjects require a total 
viewing time of several hundred msec to discriminate 
between the structured and unstructured stimuli, but the 
lifetime of individual points can be as little as 
50-80 msec. Dosher et al. (1989a) showed that subjects 
can discriminate between different complex 3-D surfaces 
in moving dot displays in which each dot has a lifetime 
of only two frames, although performance may improve 
for a larger number of frames (Landy et al., 1991). To 
account for these phenomena, a mechanism is required 
that allows the representation underlying the 3-D per- 
cept to be preserved when the moving points disappear, 
and allows new points appearing in different image 
locations to improve the representation of 3-D shape. 
One mechanism that satisfies this requirement is a spatial 
interpolation mechanism, where an "interpolated" rep- 
resentation is preserved when the points disappear, and 
the movement of newly appearing points improves the 
quality of the interpolated representation. The analysis 
presented in this paper shows that the incorporation of 
3-D surface interpolation into the SFM recovery pro- 
vides one possible account of the above phenomena. 

Experiments by Treue et al. (1991) further support the 
existence of an interpolation mechanism. In displays 
with a small set of points in motion (12 points, with 
limited point lifetimes), if the points disappear and then 
reappear at the same initial image locations and repeat 
the same trajectories over time, rather than appearing at 
new random locations in the display, subjects are unable 
to distinguish between the structured and unstructured 
stimuli, even after extended viewing. Improvement of the 
3-D percept occurs only when moving points cover a 
large number of spatial locations, which may be achieved 
either by presenting a small number of points at many 

different locations over different times, or by presenting 
a large number of points at each moment. Intuitively, 
one expects the result of an interpolation process to 
improve if data are given at a larger number of image 
locations. Thus, this experimental observation is quali- 
tatively consistent with our intuition about how an 
interpolation mechanism would behave. SFM displays 
containing a larger number of points yield a more 
compelling, and sometimes more accurate 3-D percept 
(Green, 1961; Braunstein, 1962; Todd et al., 1988; 
Dosher et al., 1989b; Sperling, Landy, Dosher & Perkins, 
1989). 

A number of demonstrations by Ramachandran, 
Cobb and Rogers-Ramachandran (1988) show interest- 
ing interactions between multiple surfaces of moving 
points, and suggest an influence of the interpretation of 
object boundaries on perceived 3-D shape. In one dem- 
onstration, random dots on the surface of two coaxial, 
transparent cylinders are superimposed and rotated at 
different speeds. The two cylinders are the same size, so 
their surfaces occupy the same locations in 3-D space, 
but one cylinder is rotated at twice the speed of the other 
(see Fig. 5). Observers perceive two surfaces in each 
direction of motion that are separated in depth. This 
percept can also be obtained when the points have short 
lifetimes (Treue et al., 1995). If interpolation is required 
to interpret SFM displays with short point lifetimes, then 
this observation suggests an ability to interpolate across 
multiple surfaces simultaneously. 

In another demonstration, Ramachandran et al. 

(1988) present a display of two superimposed planes of 
random dots moving in opposite directions. Points re- 
verse their direction of motion when reaching the edge 
of the display. Observers perceive the moving points as 
lying on the surface of a rotating cylinder, rather than 
two flat planes, suggesting that the interpretation of a 
boundary as being the edge of a curved surface, which 
might be inferred from the points "bouncing off' a 
virtual boundary in the image, can lead to the percept of 
a more highly curved surface. In a related demon- 
stration, Ramachandran et al. found that if the edges of 
a display of moving points projected from a rotating 
cylinder are masked so that only a central triangular 
region is visible, or a narrower portion of the cylinder is 
visible, then observers perceive a rotating cone or a 
rotating cylinder with smaller radius, respectively (for 
related demonstrations, see Aloimonos & Huang, 1991: 
Thompson et al., 1992: Treue et al., 1995). Again, the 
visible edges of the display may be interpreted as the 
curved boundary of a rotating object, leading to the 
percept of a more highly curved surface. 

Andersen (1989) conducted experiments with multiple 
planes of dots superimposed and translating under per- 
spective projection, in which subjects were asked to 
evaluate the number of planes present and the relative 
depths between the planes. Subjects could accurately 
detect up to only three planes of dots at a time, and the 
perceived separation of the planes in depth increased 
with the simulated separation. These observations indi- 
cate the maximum number of surfaces that can be 
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represented simultaneously, and may suggest a role of 
grouping by speed in the SFM or surface reconstruction 
processes. 

The experiments in our companion paper (Treue et al., 
1995) further support the general hypothesis that surface 
interpolation plays a role in SFM recovery by consider- 
ing the following consequences of such an approach. 
First, surface interpolation allows the visual system to fill 
in surface information at locations that do not contain 
explicit image features, which may hinder our ability to 
specify regions on a surface that do or do not contain 
these features. Second, if the interpolated surface served 
as a later representation of 3-D structure, replacing that 
of the 3-D locations of individual features, then our final 
3-D percept should follow the behavior of the surface 
rather than its features. Treue et al. (1995) provide 
evidence that the human recovery of structure from 
motion exhibits these two consequences. 

STRUCTURE-FROM-MOTION WITH SURFACE 
RECONSTRUCTION 

Our analysis focuses on an approach that combines an 
independent surface reconstruction process with a fea- 
ture-based SFM algorithm. This section provides an 
overview of the model and an initial example of its 
behavior from computer simulations. Later sections 
elaborate on the justifications of the model, and present 
the details of the implementation of this model that was 
used to conduct our computer simulations. 

Summary of the model 

The overall structure of the model is illustrated in 
Fig. 1, and consists of a 2-D motion measurement stage, 
3-D SFM recovery, 3-D surface reconstruction and 
temporal integration. The SFM recovery algorithm is 
motivated in part by Ullman's incremental rigidity 
scheme (Ullman, 1984), which builds up an accurate 
model of 3-D structure through incremental improve- 
ments over an extended time period. Ullman's original 
algorithm maintains an internal model of the structure 
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F I G U R E  1. Diagram of a model that combines 2-D motion measure- 
ment, recovery of  3-D structure from motion, temporal integration and 

surface reconstruction. See text for details. 

of a moving object, which is continually updated as new 
positions of image elements are considered. The initial 
3-D model may be flat, if no other cues to 3-D structure 
are present, or it may be determined by other 3-D cues 
available. As each new view of the moving object 
appears, the algorithm computes new 3-D coordinates 
for points on the object, which maximize the rigidity in 
the transformation from the current model to the new 
positions. In particular, the algorithm minimizes the 
change in the 3-D distances between points in the model. 
The use of the rigidity constraint in this way allows the 
algorithm to interpret both rigid and nonrigid objects in 
motion. Ullman's original formulation assumed the 
input to consist of a sequence of discrete frames contain- 
ing a set of feature points whose positions are obtained 
by orthographic projection. Extensions to this model use 
velocity information directly as input, and perspective 
projection (Grzywacz & Hildreth, 1987). 

Limitations of existing SFM algorithms led Ando 
(1991, 1993) to develop the algorithm that is embodied 
in the model presented in this paper. The scheme is 
velocity and feature based, in that the inputs are the 2-D 
velocities of moving image features extracted continu- 
ously over time, and the outputs are the relative depths 
between these features and their relative 3-D velocities. 
(The explicit reliance on discrete image features can be 
relaxed.) The algorithm assumes perspective projection, 
although it can interpret images obtained under ortho- 
graphic projection. At each moment, the algorithm 
alternates in an iterative fashion between computing 3-D 
velocities that maximize the rigidity of the moving 
configuration of points, and computing new depths of 
the features from a set of equations that relate image 
velocity, 3-D velocity and depth. The computed 3-D 
velocities are as consistent as possible with the image 
velocity measurements, while allowing some error in 
these measurements. Finally, there is an additional tem- 
poral integration process that effectively averages the 
depths computed over an extended time period, using an 
approach based on Kalman filtering (Gelb, 1974; 
Anderson & Moore, 1979). This temporal integration 
yields further improvement of the algorithm in the 
presence of error in the image motion measurements. 

The surface reconstruction stage uses a surface interp- 
olation algorithm that derives a complete surface from 
sparse depth information that simultaneously fits as 
closely as possible to the given depth data and is as 
smooth as possible. Our implementation of this stage is 
based on an algorithm proposed by Grimson (1981, 
1983a), but there are many surface interpolation models 
that would be adequate for this stage, which we discuss 
later. The algorithm also incorporates constraints on 
3-D shape imposed by object boundaries. 

In organizing the overall SFM and surface reconstruc- 
tion processes, we take into account the need to allow (1) 
grouping of the features by 2-D direction and speed of 
motion, (2) the simultaneous representation of multiple 
transparent surfaces, and (3) the influence of the in- 
terpretation of boundaries on the surface reconstruction 
process. Our model pieces together these mechanisms as 
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shown in Fig. 1. The various components are not all 
performed in a fully automatic way in the computer 
simulations presented in this paper, but the diagram in 
Fig. 1 indicates one hypothesis regarding where the 
information obtained by different modules of the system 
may be built into the overall computation. 

Referring to Fig. 1, the measurement of 2-D image 
velocities in the vicinity of features forms the input to the 
SFM process (see the pathway labelled "1"), which then 
iterates between two computations that estimate relative 
3-D depths and velocities. Temporal integration further 
improves upon the depth estimates derived from the 
SFM process, as indicated by the reciprocal pathways 
labelled "2". The SFM algorithm may be applied to all 
of the moving features together, regardless of their 
direction or speed of motion, or may follow a segre- 
gation of features that move in opposite directions of 
motion within limited image regions. 

The new depths of the features derived from the SFM 
and temporal integration processes are fed into a separ- 
ate surface reconstruction process that fits surfaces 
through the known depth points that are as "smooth" 
as possible (pathway labelled "3"). The result of this 
stage is a representation of complete surfaces, with 
explicit depths at each location on a fixed image grid that 
contains the moving features. In the case of transpar- 
ency, we maintain a separate representation of each 
surface, and the surface approximation algorithm oper- 
ates on each representation independently. Segregation 
of these surfaces may be derived from a segregation of 
image features by their 2-D direction of motion and 
input along the pathway labelled "5". Ultimately, this 
surface reconstruction process may represent a common 
integration point for information coming from other 
3-D cues, such as stereo, texture and shading (pathways 
labelled "6"). 

The "boundary interpretation" component of the 
surface reconstruction process shown in Fig. i detects 
potential boundaries, for example, by detecting disconti- 
nuities in the 2-D direction or speed of motion, and 
infers whether the boundary is associated with a depth 
discontinuity and/or edge of a highly curved surface. 
Cues to the presence and type of boundary can come 
directly from 2-D motions or from other visual sources 
such as stereo (pathways labelled "5" and "6," respect- 
ively). 

The results of the surface reconstruction process may 
be fed back into the SFM stage (pathway labelled "4"). 
In our simulations, this pathway is used when points 
disappear and reappear at different locations in the 
image. When points disappear, the global surface rep- 
resentations are preserved, and newly appearing points 
take on an initial depth given by the interpolated 
surfaces, allowing 3-D surface shape to improve over an 
extended time while the moving points persist for as little 
as two frames. 

As we noted earlier, the SFM algorithm may be 
applied to all of the moving features regardless of their 
direction and speed of motion. However, the surface 
approximation algorithm is only applied to features 

undergoing similar or smoothly varying motions. The 
features are grouped by 2-D direction and speed prior to 
the surface approximation stage, and interpolation is 
performed independently on groups of features undergo- 
ing different motions in the same region of the image, as 
in the case of transparency. 

Example: the temporal buildup of 3-D shape 

To illustrate the temporal buildup of 3-D structure 
that results from the SFM and temporal integration 
stages, we present the results of a computer simulation 
using these two processes alone. In the simulation, 60 
points were randomly positioned on the surface of a 
vertically oriented 3-D cylinder, and were rotated con- 
tinuously around a central vertical axis. The image 
positions and velocities of the points were computed 
analytically, and noise was added in the form of 
Gaussian distributed perturbations of the image vel- 
ocities. The added noise was scaled by the magnitudes of 
the velocity components. The initial 3-D structure con- 
sidered by the algorithm was flat; that is, all points were 
initially assigned the same depth. At each moment, the 
depth and 3-D velocity computations were each per- 
formed once and new depths were derived using tem- 
poral integration. 

Figure 2a shows a bird's eye view of the initial flat 
solution considered by the algorithm. Figure 2b-e shows 
the solution after 3 °, 10 °, 35 ° and 250 ° of total rotation, 
respectively. After a short time of only a few degrees of 
rotation, the computed depths of the moving points 
occupy a substantial volume that corresponds roughly to 
the overall extent of the cylinder. Over a more extended 
time, the 3-D structure improves further, eventually 
converging to the clear cylindrical shape. Figure 2F 
shows the result of the surface approximation algorithm 
applied to the final depths shown in Fig. 2e. The points 
were grouped by direction of motion prior to the 
interpolation stage, and surfaces were independently 
interpolated for the two groups. Separate pictures are 
shown in Fig. 2f for the front and back surfaces. 

For comparison, Fig. 2g shows the results of the SFM 
and temporal integration algorithms applied to the 
unstructured stimulus used by Husain et al. (1989) and 
Treue et al. (1991). The points are distributed through- 
out a volume in the solution, and this general structure 
persists over more extended rotations. There is little 
difference between the results obtained for the unstruc- 
tured stimulus and those obtained during the early stages 
of the analysis of the structured cylinder (Fig. 2b), but 
eventually the results of the two conditions clearly 
distinguish themselves, consistent with perceptual behav- 
ior. 

THE STRUCTURE-FROM-MOTION PROCESS 

In this section, we further justify the choices made 
in the SFM and temporal integration components of 
the model, both on computational and perceptual 
grounds. In particular, we discuss the use of a feature- 
based algorithm, the use of a velocity-based versus 
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FI GU RE  2. Example of  the temporal buildup of  3-D structure from motion. 60 points were randomly positioned on the surface 
of  a cylinder and rotated 1 ~' per frame. Gaussian distributed noise was added to the image velocities of  the points, with the 
space constant of  the Gaussian, cr = 0.5, yielding an average relative error of  20% in the velocity components. After each 
rotation of  the points, the depth and 3-D velocity computations were performed once, and roughly 60 iterations were performed 
within the 3-D velocity computation. (a) Bird's eye view of  the initial flat solution. (b-e) The solution after 3 ,  10', 35 c and 
250 ~ of  total rotation, respectively. (f) The result of  the surface approximation algorithm applied to the final depths shown 
in (e). Separate pictures are shown for the front and back surfaces. (g) The results of the structure-from-motion and temporal 

integration algorithms applied to the unstructured stimulus explored by Husain et al. (1989) 

position-based scheme, and the underlying strategies for 
temporal integration. 

Using a feature-based structure-from-motion algorithm 

In the case of  the moving dot displays, we first recover 
a "skeleton" 3-D structure at the locations of  the points, 
and later interpolate a surface between the relative 
depths derived at these points. In the case of  more 
general imagery, we assume that 3-D structure is first 
recovered in the vicinity of  features, such as intensity 
edges, and is interpolated later to construct a full 3-D 
surface representation. 

There are at least three reasons for concentrating the 
initial recovery of 3-D structure around the locations of  
image features. First, the motion measurements directly 
available in the vicinity of  moving features are likely to 
be more reliable than those obtained in regions of  weak 
or gradual variation of  intensity, and subsequently 
should yield a more reliable recovery of 3-D structure, 
Second, if there does not exist well-defined features in 
some region of  the image, it may be more appropriate  
to apply a different SFM strategy that is not based on 
the use of  rigidity in the way we consider here. Suppose, 
for example, that a given region contains only smooth 
shading due to a smooth surface curving toward or away 
from the light source. The movement  of  the 2-D intensity 
pattern may not be correlated with the actual movement  
of  the surface. I f  the light source moves, the pattern of 

shading will change, yielding a 2-D motion signal, even 
if the surface remains stationary. Shadows are often 
associated with slow variations of  intensity whose 
motion is not coupled to the movement  of  fixed locations 
on a surface. Thus in general, the interpretation of the 
2-D motion of  shading and shadows to recover 3-D 
structure requires a different strategy than the interpret- 
ation of  the motions of  features that are rigidly attached 
to a moving surface, because the geometry of  their 
motion and its relation to the 3-D shape of the surface 
is different. Features that are well-localized in the image, 
such as significant intensity edges, are more likely to 
correspond to fixed locations on the moving surface, and 
are therefore more appropriate locations for recovering 
3-D structure initially, using the type of rigidity based 
SFM algorithm that we consider here. Finally, the ability 
to recover 3-D structure at isolated features, indepen- 
dent of  the surface reconstruction process, allows the 
model to interpret displays of  sparse features in motion 
that do not belong to a well-defined surface, for example, 
in the case of  a random volume of points in motion or 
a natural image consisting of sparse texture. The SFM 
process should not rely critically on the presence of a 
coherent surface. 

As in the case of  biological vision systems, it is not 
essential that motion measurements be restricted to 
instantaneous feature locations. The SFM process can 
initially use motion information within limited regions 
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around significant intensity changes in the image. This 
suggestion is consistent with the proposal of Dosher 
et al. (1989a; also see Landy et al., 1991) that SFM 
recovery may be based on the outputs of first order 
motion energy filters, if we assume that these filters yield 
higher energy in the vicinity of strong intensity vari- 
ations and that weak motion energy signals do not enter 
into this recovery. 

There are at least three alternatives to the above 
approach. First, we could obtain initial constraints on 
2-D or 3-D motions wherever there is any spatial and 
temporal variation of intensity (Horn & Schunck, 1981; 
Negahdaripour & Horn, 1987), but these measurements 
may be unreliable in regions where the spatial and 
temporal gradients of intensity are small. Second, we 
could obtain initial motion measurements in the vicinity 
of image features, but then immediately "fill in" a 2-D 
velocity field (Yuille & Grzywacz, 1988). A full 3-D 
surface could then be computed directly from the dense 
2-D velocity or displacement field (e.g. Clocksin, 1980; 
Longuet-Higgins & Prazdny, 1980; Hoffman, 1982; 
Burss & Horn, 1983; Koenderink & van Doorn, 1986; 
Waxman & Wohn, 1988). However, the motion 
measurements obtained directly at image features will 
still be more reliable for recovering 3-D structure than 
those filled in through a 2-D interpolation process. 
Furthermore, in principle, no explicit surface interp- 
olation is required in this case, but a surface reconstruc- 
tion process may still be needed later to combine 3-D 
information from multiple cues. To cope with transpar- 
ency, it may be necessary to represent multiple dense 2-D 
motion fields explicitly, in addition to multiple dense 3-D 
surfaces, which may be cumbersome. 

As a third alternative, we could obtain motion 
measurements only at the locations of image features, 
and immediately compute a 3-D surface that is simul- 
taneously consistent with the sparse motion measure- 
ments and is as smooth and as rigid as possible. The 
main disadvantage of this approach is its inability to 
interpret displays in which there is no well-defined 
surface. Also, our experience with considering this ap- 
proach in more detail suggests that the two constraints 
of smoothness of the surface and rigidity of surface 
motion can compete against one another when applied 
simultaneously. A more integrated approach of this type 
has been suggested for the case of recovery of 3-D shape 
from stereo data by Hoff and Ahuja (1987). 

Positions rersus velocities as input to the structure-[~om- 
motion recovery 

An issue that arises both for human SFM recovery 
and for the design of models is the use of the positions 
versus velocities of moving features as the input to this 
recovery. Computational methods that use velocities at 
one instant (e.g. Longuet-Higgins & Prazdny, 1980) are 
unstable in the presence of error. SFM algorithms 
exhibit better performance when applied to image se- 
quences with larger spatial and temporal displacements 
between frames (Ullman, 1984; Yasumoto & Medioni, 
1985; Bharwani, Riseman & Hanson, 1986; Grzywacz & 

Hildreth, 1987; Shariat & Price, 1990). An advantage to 
using positional information is the ability to relate 
directly the positions of moving features across longer 
distances in space and time, which can lead to a more 
robust recovery of 3-D structure. The SFM and tem- 
poral integration models proposed by Ando (1991, 1993) 
and presented here demonstrate that it is possible to 
integrate velocity information over time, continuously 
updating the computed 3-D structure, in a way that is 
robust in the presence of significant error. 

With regard to human processing, studies that reveal 
our ability to recover structure from motion in displays 
with short point lifetimes suggest that this recovery may 
use motion information computed over a limited tem- 
poral window of 80-100msec. (Husain et al., 1989; 
Dosher et al., 1989a; Landy et al., 1991; Treue et al., 
1991). This minimal lifetime is similar to the minimal 
time required for accurate 2-D velocity estimation 
(McKee & Welch, 1985). The motion measurements that 
form the input to SFM recovery may encode image 
velocity or may capture information such as motion 
energy (Dosher et al., 198%; Landy et al., 1991). Over 
a range of angular velocities of a rotating cylinder, it 
appears that points must be visible for a minimum time, 
rather than covering a minimum image displacement 
(Treue et al., 1991), which may be more consistent with 
the use of velocities (or motion energy). A strictly 
position-based scheme may require a minimum displace- 
ment of the points to build up 3-D structure. Exper- 
iments showing that 3-D judgements can be made from 
two-frame motion sequences that are oscillated for an 
extended time period indicate that extended trajectories 
of moving points are not required for SFM recovery 
(Todd et al., 1988; Braunstein et al., 1990; Todd & 
Bressan, 1990). Finally we note that restricted lesions in 
area MT of monkey visual cortex, believed to play a 
significant role in the measurement of image motion, 
disrupts the ability to recovery 3-D structure from 
motion (Andersen & Siegel, 1990). 

An alternative to using velocity information alone is 
to use both velocity and position information. If velocity 
measurements were used to guide the tracking of moving 
points over a more extended time, the limiting factor in 
this tracking process may still be the ability to measure 
velocities accurately. Clinical studies of patients with 
specific cortical lesions indicate that in rare cases, 3-D 
structure can be perceived in dynamic random dot 
patterns when the ability to analyze 2-D image velocity 
information is severely impaired, which may suggest 
some role for positional information in human SFM 
recovery (Vaina, Grzywacz & LeMay, 1990). 

Temporal integration through sequential updating q[ 3-D 
structure 

The combination of sequentially updating 3-D struc- 
ture and temporal integration allows the SFM recovery 
process to interpret nonrigid motions and to cope with 
substantial error in the image motion measurements. 
Two factors contribute to the ability of the scheme to 
interpret nonrigid motions. First, there exists some 
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model of 3-D structure at each moment, which can 
change from one moment to the next, allowing the 
scheme to represent a changing 3-D structure. Second, 
the SFM algorithm only m a x i m i z e s  rigidity, rather than 
requiring objects to remain strictly rigid over time. If a 
viewed object changes nonrigidly, then the 3-D model 
computed by the SFM algorithm will be forced to 
change over time. From an initial flat structure, the 
computed 3-D model changes over time through incre- 
mental improvements, even for a rigid object in motion. 

A number of factors contribute to the ability of the 
scheme to cope with large error in the image motion 
measurements. First, the temporal integration effectively 
averages computed 3-D structures over time, reducing 
the influence of errors that are temporally uncorrelated. 
Second, due to the relaxation of the rigidity constraint, 
large errors result in nonrigid distortions of the com- 
puted 3-D structure, rather than a complete breakdown 
of SFM recovery. Third, the algorithm computes 3-D 
velocities that only approximately Satisfy the image 
motion measurements, allowing deviation of these 
measurements from the true projected motions. 

The SFM and temporal integration algorithms are 
efficient in the way they use an extended sequence of 
continuously changing images. At each moment, the 
algorithms need only to consider a current 3-D model or 
average of past estimates, and the new image measure- 
ments. The full history of the motions of features over 
a long time period is implicitly captured in a single 
current model. This contrasts with an approach that 
achieves extension in time by storing a large number of 
images at each moment and processing them simul- 
taneously. 

Perceptual observations also support a model of this 
general type for human SFM recovery. First, many 
experiments indicate an incremental buildup of per- 
ceived 3-D structure over time (Wallach & O'Conneli, 
1953; White & Mueser, 1960; Braunstein & Andersen, 
1984b; Doner et al., 1984; Braunstein et al., 1987; Siegel 
& Andersen, 1988; Husain et al., 1989; Hildreth et al., 
1990; Treue et al., 1991, 1995). The experiments by 
Hildreth, Grzywacz, Adelson and Inada (1990) suggest 
continued improvement in the accuracy of SFM judge- 
ments up to a second or so, which is significantly longer 
than the time required to judge image velocity accu- 
rately. This time frame is consistent with the obser- 
vations of Husain et al. (1989). Some studies indicate 
that substantial 3-D information may be derived from 
only two frames (Todd et al., 1988; Dosher et al., 1989a; 
Braunstein, Hoffman & Pollick, 1990; Todd & Bressan, 
1990), but these studies either oscillate a two-frame 
image sequence for an extended time period or use 
extended image sequences in which individual dots have 
a lifetime of only two frames, so they do not directly 
address how total viewing time per  se influences the SFM 
recovery. 

Second, we can cope with a broad range of nonrigid 
motions, including stretching, bending, transparency, 
random motions, and more complex types of defor- 
mation such as in biological motion displays (Johansson, 

1973, 1978; Jansson & Johansson, 1973; Cutting, 1982; 
Todd, 1982, 1984, 1985; Loomis & Eby, 1988, 1989). 
Displays of rigid objects sometimes give rise to the 
perception of distorting objects (Wallach, Weisz & 
Adams, 1956; White & Mueser, 1960; Braunstein, 1976; 
Schwartz & Sperling, 1983; Braunstein & Andersen, 
1984a; Adelson, 1985; Loomis & Eby, 1988, 1989). Thus 
the relaxation of the rigidity constraint is an essential 
component of any model proposed for the human 
recovery of structure from motion. 

Perceptual experiments also suggest that human SFM 
recovery can cope with significant amounts of image 
noise (Petersik, 1979; Doner, Lappin & Perfetto, 1984; 
Todd, 1984, 1985; Husain et al., 1989; Hildreth et al., 
1990), which sometimes leads to the perception of non- 
rigid distortions of the moving object. 

Another property of our model is that the current 
estimate of 3-D structure constrains future estimates of 
structure. By measuring the consequence of manipulat- 
ing observers' current perceived structure, Hildreth et al. 
(1990) found some evidence that human SFM recovery 
exhibits this behavior. This property also allows the 
algorithm to recover 3-D structure for as few as two or 
three points in motion, consistent with perceptual obser- 
vations (Borjesson & v o n  Hofsten, 1973; Lappin & 
Fuqua, 1983; Braunstein et al., 1987; Petersik, 1987; 
Hildreth et al., 1990). This is less information than 
theoretical studies suggest is needed for a unique in- 
terpretation of structure using the rigidity constraint 
alone (Ullman, 1979; Tsai & Huang, 1981). 

S u m m a r y  

To summarize, the SFM and temporal integration 
components of our model incorporate four key aspects 
that we have attempted to justify on computational and 
perceptual grounds: (1) the initial recovery of 3-D 
structure in the vicinity of image features; (2) the use of 
2-D velocity information in SFM recovery; (3) the 
incremental buildup of 3-D structure over extended time; 
and (4) relaxation of the rigidity constraint in order to 
interpret nonrigid objects in motion. These four aspects 
taken together provide a possible account of a wide 
range of SFM perceptual phenomena. 

THE SURFACE RECONSTRUCTION PROCESS 

This section further justifies a number of aspects of the 
surface reconstruction process: (l) the separation of the 
SFM and surface interpolation components of the 3-D 
recovery process; (2) the grouping of points by their 2-D 
motion for surface reconstruction; (3) the interpolation 
of the "smoothest" surface consistent with the sparse 
3-D data; and (4) the use of boundary constraints for 
surface reconstruction. 

Separat ing s t ruc ture - f rom-mot ion  recovery and  surface 
reconstruction 

Our motivation for separating the surface reconstruc- 
tion process from the SFM recovery is primarily compu- 
tational, as available experimental observations do not 
address this issue directly. The main reason is one of 
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parsimony. A number of visual cues contribute to the 
perception of 3-D structure, including binocular dis- 
parity, texture gradients, shading, contour shape, and 
perspective. Many computational models for these pro- 
cesses are feature based, requiring an interpolation stage 
to fill in 3-D information between image features. It may 
be more etficient to perform a common surface recon- 
struction that combines depth or surface orientation 
information derived from all of the 3-D cues together, 
rather than building an interpolation mechanism into 
each visual module [as suggested by Hoff and Ahuja 
(1987), for example, in the case of stereo vision]. Even 
if the processes analyzing different 3-D cues produce a 
dense representation of 3-D shape directly, it may be 
simpler to analyze the various cues somewhat indepen- 
dently and then integrate 3-D information derived from 
each cue at a level that constructs a common surface 
representation, rather than tightly linking the 3-D recov- 
ery processes themselves. [It has been suggested that the 
Bayesian approach provides a useful framework for 
reliable integration of various depth cues (see Durant- 
Whyte, 1988).] 

A weaker argument for performing interpolation as 
part of a surface reconstruction process, rather than as 
part of the computation of the 2-D or 3-D motion fields, 
is that the additional constraints needed to interpolate a 
unique 3-D surface may be easier to justify on physical 
grounds than those required for interpolation of the 
motion fields. The algorithm proposed by Yuille and 
Grzywacz (1988), for example, minimizes variation in 
the velocity field. While minimal variation in 2-D vel- 
ocity is loosely related to rigidity of 3-D structure 
(Ullman & Yuille, 1987), the smoothness constraint in 
3-D surface reconstruction may be justified more directly 
on physical grounds (Grimson, 1982, 1983b). 

Finally, with regard to perception, we repeat the 
argument that we can derive a strong sense of 3-D 
structure when there is only a weak sense of surface, and 
can recover 3-D shape from both synthetic and natural 
scenes containing only sparse texture. The separation of 
SFM recovery from surface reconstruction preserves the 
ability to cope with such visual patterns. 

Grouping points by 2-D motion 

At some stage, points may be segregated into different 
groups on the basis of their speed or direction of motion. 
One can easily justify using this segregation for surface 
reconstruction. Within a limited region of the image, 
points belonging to a single surface will tend to move 
with a roughly similar direction and speed of motion. 
When different motions are present, they are likely to be 
due either to the presence of multiple surfaces in the 
same visual direction, as in the case of transparency, or 
to two adjacent surfaces undergoing differing motions. 
This presence of multiple surfaces should be taken into 
account in building a complete surface representation. 

On the other hand, the SFM process specifically uses 
relative motion to infer relative depth. The larger the 
relative motion between features, the stronger the SFM 
cue. If we segregate features first on the basis of direction 

or speed of motion, and recover the 3-D structure of the 
separate groups independently, the SFM recovery would 
be inherently less reliable, because it must depend on 
smaller relative motions between features. For objects 
such as the rotating transparent cylinder, which have 
significant variation in speed within each motion direc- 
tion, points moving in each direction can be grouped 
together and the SFM algorithm can be applied separ- 
ately to the two groups, without a significant loss of 
quality in the final solution. Physiological studies indi- 
cate that features moving in opposite directions do not 
interact during the measurement of motion in area VI, 
but there is a large degree of inhibitory interaction later 
in area MT (Snowden, Treue, Erickson & Andersen, 
1991), which is critical to SFM recovery (Siegel & 
Andersen, 1988; Andersen & Siegel, 1990). 

Smooth surface interpolation 

Our model uses a surface interpolation strategy that 
derives the "smoothest" surface consistent with the 
depth data given by the SFM recovery. Grimson (1981, 
1982, 1983b) presented strong mathematical and physi- 
cal motivations for this general approach: from a math- 
ematical perspective, this strategy guarantees the 
computation of a unique surface, and from a physical 
standpoint, one can show formally and rigorously using 
the physics of image formation, that the smoothest 
surface consistent with the sparse depth data derived at 
image features is most consistent with the image intensity 
function. 

Many algorithms for smooth surface interpolation, 
including the one proposed by Grimson (1983a), use 
only local interactions between nearby locations in the 
image, but allow surface information to propagate over 
long distances, unless explicit evidence of boundaries is 
present (see also Terzopoulos, 1986, 1988; for review, see 
Bolle & Vemuri, 1991). Such algorithms also have no 
critical dependence on the spatial distribution of the data 
on the image grid. These factors are important in 
evaluating the biological feasibility of this approach. 

The above models for surface reconstruction depend 
on the viewpoint of the observer. In principle, if the 
viewer moves relative to the surface, the computed 3-D 
shape can distort. Models have been proposed recently 
that minimize a measure of surface variation that allows 
a viewpoint invariant reconstruction of visible surfaces 
(Blake, 1991; Blake & Zisserman, 1991). 

When viewing SFM displays that are constructed 
from smooth surfaces and contain a high density of 
points, we perceive a smoothly curved surface every- 
where. If the density of points is low, the surface often 
appears to consist of planar facets surrounded by edges 
that connect local triplets of nearby points. Interpolation 
algorithms have been proposed that perform a triangu- 
lation of sparse 3-D points and fit planar surface patches 
(Faugeras, LeBras-Mehlman & Boissonat, 1990), but 
these algorithms use global operations to perform the 
triangulation. From a biological standpoint, it would be 
useful to explore extensions to such schemes that use 
local operations. 
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Incorporating boundary constraints 

For two reasons, it is useful to incorporate explicit 
constraints regarding object or surface boundaries into 
the SFM and surface reconstruction processes. First, the 
explicit detection of boundaries allows segmentation into 
distinct objects or surfaces prior to the SFM recovery. 
The rigidity constraint that forms the basis of most SFM 
algorithms is more appropriately applied within the 
surfaces of single objects. Our relaxation of the rigidity 
constraint provides some ability to cope with multiple 
objects moving nonrigidly with respect to one another, 
but the algorithm would perform better if the locations 
of boundaries were identified and used to break the rigid 
links between image features on either side of the 
boundary. Second, our simulations suggest that it is 
important to incorporate explicit constraints on surface 
shape along the boundary of highly curved objects such 
as cylinders. Otherwise, the smoothness constraint has a 
tendency to "flatten out" the edges of the object, because 
this constraint minimizes the variation in depth with 
respect to distance in the image. 

Demonstrations by Ramachandran et al. (1988; see 
also Aloimonos & Huang, 1991) and Thompson et al. 
(1992) suggest that object boundaries play a significant 
role in human SFM recovery. In particular, the presence 
of points bouncing off a virtual border in the image can 
lead to a percept of surface curvature, even when there 
exists no spatial variation in the speed of moving 
features near the border (see also, Treue et al., 1995). 
The presence of a stationary boundary with points 
moving toward or away from the boundary and contin- 
ually appearing and disappearing along the boundary 
can also suggest surface curvature (Thompson et al., 
1992). 

DETAILS OF THE MODEL 

This section presents further details of the structure- 
from-motion, temporal integration and surface recon- 
struction components of the model. 

The structure-from-motion algorithm 

The SFM algorithm proposed by Ando (1991, 1993) 
and incorporated in our model is a velocity-based algor- 
ithm that builds upon earlier formulations of Ullman's 
incremental rigidity scheme (Uliman, 1984; Grzywacz & 
Hildreth, 1987). The formulation uses perspective pro- 
jection, allows error in the image velocity measurements, 
allows the current estimates of depth to be modified, 
rather than assuming the current 3-D model to be fixed 
at each moment, and allows variable weighting of the 
strength of rigidity between pairs of image features. 
Ullman's incremental rigidity scheme has been tested on 
both synthetic and natural images (see also, Hildreth, 
1988). 

To describe the algorithm in more detail, let (x~, yg) 
and (2~,)~) denote the 2-D position and velocity of the 
ith point and let (X~, Y¢, Z~) and (~., I;'~, Z~) denote its 
3-D position and velocity in space [for simplicity, we 

drop the argument (t)]. If we assume perspective projec- 
tion with a focal length of one, then 

(Xi, Yi) = Z-~ i, Z~ i } (2)  

and 

z ,  ' z ,  j (2) 

At each moment, the algorithm estimates the depths Z~ 
and 3-D velocities ()?,, I;'~, Z,~) that minimize a cost 
function consisting of two terms: 

ED + 2ER (3) 

where Eo describes the total error in the fit of the 
estimates to the 2-D velocity measurements, ER describes 
the total deviation from rigidity implied by the new 
estimates, and 2 is a constant that captures the trade-off 
between the two terms. The data term ED attempts to 
make the left and right sides of equation (2) above as 
similar as possible, and therefore minimizes the squared 
difference between the two. In addition, there may be 
variation in the confidence or reliability attributed to 
individual velocity measurements. The date term is then 
written as follows: 

ED = Y~ [L, (~ ,z ,  + x , 2 , -  2,)  ~ 
i 

+/3.,.,0),Z, + y,2, - I;'~):] (4) 

where flxi and fl:.~ are the weights associated with individ- 
ual velocity measurements. 

To derive the term that captures deviation from 
rigidity, let lij denote the 3-D distance between two points 
i andj. The change in this 3-D distance over time is given 
by/,j. We compute a set of 3-D velocities that minimizes 
the total change in 3-D distances between all pairs of 
points on the object. Weighting factors w a capture the 
strength of the ridigity of the connection between point 
i and point j. We therefore have: 

ER = Z W'J(i'J) 2 (5) 
ij 

The weighting factors w o. may depend inversely on the 
3-D distance between two points i and j in the current 
3-D model, possibly using a Gaussian function of dis- 
tance. In our computer simulations, these weights were 
set to one for all pairs of features. 

ER can be rewritten in terms of the 3-D velocities, 
depths and positions of features in the image as follows: 

ER = Y~w0 

[(x,z,  - x jZ j ) (2 ,  - 2j)  + ( y , Z , -  y j Z j ) ( L -  L )  
+ ( Z , -  Z j ) (2 , -  Zj)] 2 

(6) 
(x,Z,  - xjZ~) 2 + (y ,Z,  - yjZ~): + (z ,  - z j )  2 

The above cost functional is nonquadratic and its mini- 
mization normally requires the solution of a system of 
equations that are nonlinear in the parameters of depth 
and 3-D velocity. Standard optimization algorithms for 
solving nonlinear systems directly, such as gradient 
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descent methods, are slow and can become trapped in 
local minima of the solution space. To avoid the use of 
these nonlinear optimization methods, the algorithm 
uses a two-stage strategy to perform the minimization 
that alternates between computing new depths Z~ and 
3-D velocities (.~'~, I?i, Z,i). During the first stage of the 
computation, the depths are assumed to be fixed and 
only a new set of 3-D velocities is computed. In this case, 
the above cost function is now quadratic and its mini- 
mization can be performed by solving a system of linear 
equations. After a new estimate of 3-D velocities is 
obtained, a new set of depths is then computed using 
equation (2). [Note that equation (2) yields two indepen- 
dent estimates of the Z~, which can be combined to 
obtain a single estimate using a weighted average of the 
two, with the weights depending, for example, on the 
reliability of the two image velocity measurements, ~ 
and p~.] The algorithm alternates between these two 
computations until some criterion is met, which may be 
a threshold on how much the solution is changing from 
one iteration to the next, or a fixed number of iterations 
[see Ando (1991, 1993) for further discussion]. 

Temporal integration 
The depths computed from only two frames may not 

be accurate, as errors can occur for various reasons; for 
example, the retinal images can be blurred or distorted 
during the imaging process, the 2-D motion measure- 
ments may contain random noise, or the structure and 
motion of objects may violate the underlying assump- 
tions of the motion measurement or SFM algorithms, 
such as the rigidity assumption. The goal of temporal 
integration is to estimate more reliable depths by com- 
bining information from multiple frames. The idea be- 
hind this process is that random errors may be smoothed 
out by effectively averaging the 3-D structures computed 
over time. 

The integration algorithm presented here is formally 
related to a technique in optimal estimation theory called 
the Kalman filter (Kalman, 1960). The Kalman filter 
embodies a general framework for estimating dynami- 
cally changing random variables from noisy measure- 
ments (Gelb, 1974; Anderson & Moore, 1979). Recently, 
Kalman filtering has been applied to 3-D structure 
estimation problems (Matthies, Szeliski & Kanade, 1989; 
Heel, 1990a, b), and has been shown to improve signifi- 
cantly the quality of the estimated structure over time. 
Ando (1991, 1993) describes a scheme that uses the 
Kalman filter for a robust estimation of 3-D structure 
and velocities and relates this scheme to the human 
recovery of structure from motion. The algorithm pre- 
sented in this section is based on this scheme, but here 
we explain only the basic concept behind the algorithm 
and summarize it briefly. 

The temporal integration algorithm is designed to 
improve the accuracy of the estimated depths incremen- 
tally by maintaining and updating the current estimates 
as each new image is obtained. More specifically, as the 
velocities in the depth direction are computed at each 
moment, the depths at the next moment can be predicted 
VR 351 F 

by transforming the current estimates of depth using 
these velocities. Thus, at each moment, we have the 
predicted depths derived from past information and 
depths computed from the newly obtained motion infor- 
mation, which are integrated by taking an average of the 
two. The estimates of depth are then updated by replac- 
ing the previous estimates with these integrated depth 
estimates. 

The averaging process can be performed by weighting 
the computed depths and the predicted depths by their 
reliability. The reliability of the newly computed depths 
depends on the properties of errors in the depths (or the 
variance of the noise in a statistical sense). Thus, it 
depends on how the errors are generated and conveyed 
in the earlier processes. Although it is difficult to model 
the sources of error precisely, some heuristics can be 
used; for example, when the velocity of a feature in the 
image is small, the computed depth is more sensitive to 
noise, so less weight can be given to this feature. The 
reliability of the predicted depths depends on the 
reliability of the depths computed in the past. The 
reliability of the estimates should increase as more 
reliable depths are integrated, so that the weights of the 
estimates can be updated sequentially by adding the 
previous weights with the weights of the newly computed 
depths. [For further discussion of the choice of these 
weights, see Ando (1991, 1993).] 

The temporal integration algorithm can be summar- 
ized as follows. Let the depth and the 3-D velocities of 
a feature computed at time t be denoted by 2, and 
( ~ ,  I?,, Z,), respectively. Let the estimates of depth at 
time t be denoted by 2 ,  and 2 +, where the symbol ..... 
denotes an estimate, and the superscripts " - "  and " + "  
denote the estimates before and after the updating stage, 
respectively. The algorithm first predicts the estimate of 
depth for each feature at time t, 2 ,  , from the previous 

^ 

estimate Z + ~, using the computed velocity in depth: 

2 ,  2 + = , , + 2 ,  ~At (7) 

where At denotes the interframe time interval. The 
algorithm then updates the current estimate of depth by 
taking a weighted average of the predicted depth 2 ,- and 
the newly computed depth Z, as follows: 

where ~ ,- and ct, are the weights for the estimate of depth 
and the newly computed depth, respectively. The weight 
for the updated depth can be computed as the sum of 
these two weights, for example. This sequential averag- 
ing process integrates a number of past depth measure- 
ments without the need to store them all. As more 
images are obtained, the accuracy of the estimates of 
depth improves incrementally over time. 

It was noted earlier that the surface interpolation 
algorithm that we used in our simulations is not view- 
point invariant. In principle, some viewpoint invariance 
can be achieved by using a known motion of the object 
surface or observer to predict the shape of the surface at 
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a later time, thereby taking the observer's viewpoint into 
account in the temporal integration stage. 

The surface interpolation algorithm 

A number of algorithms have been proposed for 
performing explicit smooth surface reconstruction from 
sparse depth data (Schumaker, 1976; Grimson, 1981, 
1985; Boult & Kender, 1986; Terzopoulos, 1986, 1988; 
Blake, 1991; Blake & Zisserman, 1987, 1991; Gamble & 
Poggio, 1987; Marroquin, Mitter & Poggio, 1987; 
Szeliski, 1988; Geiger & Girosi, 1991; for review, see 
Bolle & Vemuri, 1991), any of which could be used for 
the interpolation component of our model. Most of these 
algorithms were developed in the context of interpolat- 
ing sparse depth data derived from stereo (also see Hoff 
& Ahuja, 1987). Approaches based on fitting planar 
patches to local triplets of points may also be useful to 
consider (for example, Faugeras et al., 1990). These 
methods differ mainly in the extent to which they address 
the detection of depth discontinuities, and in the particu- 
lar algorithm used to compute the smoothest surface 
that fits the given depth data. In the earlier work of 
Grimson (1981), discontinuities were detected after the 
smooth surface interpolation and a gradient descent 
algorithm was used to compute the smooth surface. 
Algorithms proposed by Marroquin et al. (1987), 
Gamble and Poggio (1987) and Szeliski (1988) use a 
probabilistic optimization process in which the detection 
of discontinuities forms a more integral part of the 
surface reconstruction. Terzopoulos (1988), Blake and 
Zisserman (1987) and Geiger and Girosi (1991) present 
deterministic algorithms for computing piece-wise 
smooth surfaces that may contain discontinuities. 

Most of the above surface reconstruction algorithms 
have been applied to both synthetic and natural images, 
establishing their viability for computer vision systems. 
From a biological standpoint, most of these algorithms 
use simple, local operations that can be performed in 
parallel. Detailed psychophysical experiments that could 
possibly distinguish between different models have not 
yet been conducted. In order to test the general hypoth- 
esis that surface interpolation plays a critical role in 
human SFM recovery, we conducted simulations using 
a particular surface interpolation algorithm. In particu- 
lar, we used Grimson's original surface approximation 
algorithm, primarily for its simplicity, with simple 
modifications to handle boundary information. We do 
not suggest this method as a specific quantitative model 
of surface interpolation in the human visual system. 

In the case of Grimson's algorithm, a surface S (x, y) 
is computed that fits through the known depth points 
C(x, y) as closely as possible, and minimizes the total 
variation in depth, through minimization of the follow- 
ing expression: 

O-x-/+2O-~y +-ay2 d x d y  

+ 2 ~  S ( x , y ) - C ( x , y ) ]  2 (9) 
9 

where the discrete summation in the second term takes 
place over the set ~9 of points for which there is a known 
depth value. The first term expresses the variation in 
depth over the entire surface, and the second term 
measures how well the interpolated surface fits through 
the known depth data. 2~ is a constant that captures the 
relative contribution of the smoothness and data in the 
surface reconstruction. Many standard optimization al- 
gorithms can be used to perform this interpolation (e.g. 
Luenberger, 1973). 

A problem with the above algorithm as it stands is 
that it tends to flatten out the edges of highly curved 
objects such as the cylinders that we use in our simu- 
lations. We considered two modifications to handle 
depth constraints in the vicinity of object boundaries. 
The first is to "pin down" the depths at the edges of the 
object to the depth of the background plane. The second 
is to force the derivative of depth along the boundary to 
be high. [Alternatively, one could interpolate a represen- 
tation based on surface orientation rather than depth 
and constrain the surface orientation along an object 
boundary to be perpendicular to the line of sight and to 
the 2-D projection of the boundary contour (Ikeuchi & 
Horn, 1981; Aloimonos & Huang, 1991).] Methods have 
been proposed to detect depth discontinuities, but we do 
not address this issue here; rather we only consider the 
consequence of placing boundary constraints into the 
surface reconstruction process. 

When features from different surfaces move in oppo- 
site directions, they are first grouped by their direction 
of motion prior to surface interpolation. In the simu- 
lations presented in the next section, features with a 
horizontal component of motion to the right were 
segregated from those that moved to the left. 

Combining structure:from-motion with surface interp- 
olation 

We directly combine the velocity based SFM algor- 
ithm, temporal integration, and Grimson's surface in- 
terpolation algorithm. We assume that the image 
sequence consists of a set of discrete features in motion, 
which may continually disappear and reappear at new 
locations. The initial surface is assumed to be at constant 
depth everywhere. The combined scheme consists of the 
following steps: (1) the set of discrete features undergoes 
small displacements in the image, and the SFM and 
temporal integration algorithms are used to compute a 
new 3-D structure for the features; (2) a smooth surface 
(or surfaces) is interpolated across the new depth values; 
and (3) some or all of the features may then disappear 
and reappear at other random locations in the image, 
and the newly appearing features are assigned an initial 
depth given by the interpolated surface(s) at the new 
locations. The process then repeats itself; the features 
undergo new displacements in the image, a new 3-D 
structure is computed, and so on. The surface recon- 
struction stage also uses the grouping of moving points 
by direction and speed of motion, and allows the 
independent interpolation of multiple surfaces. 
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COMPUTER SIMULATIONS 

This section presents the results of  computer  simu- 
lations conducted with the model described in the pre- 
vious sections. We consider: (1) the ability of  the model 
to cope with moving points having short lifetimes; (2) the 
degradation of  the solution with fewer points in motion; 
(3) the performance of  the model on the perceptual 
displays presented by Ramachandran  et al. (1988); and 
(4) the influence of  object boundaries on the surface 
reconstruction. Our simulations indicate that while sur- 
face reconstruction may play a key role in accounting for 
a number of  these phenomena,  there are other aspects of  
the motion measurement and SFM stages that may also 
contribute to our final 3-D percept. Some of these 
simulation results have appeared earlier in Ando (1991, 
1993). 

Coping with short point lifetimes 

A primary perceptual motivation for considering the 
incorporation of  surface interpolation into the SFM 
process is derived from our ability to perceive 3-D shape 
in displays with moving points that continually disap- 
pear and reappear, with short lifetimes (Hursain et al., 
1989; Dosher et al., 1989a; Landy et al., 1991; Treue 
et al., 1991, 1995). The first simulation here demon- 
strates that the addition of  a separate surface reconstruc- 
tion process that embodies a surface interpolation 
algorithm successfully allows 3-D surface shape to build 
up incrementally in spite of  a short persistence of  moving 
points. 

In this simulation, 60 points were randomly posi- 
tioned on the surface of  a vertically oriented 3-D cylinder 
and were rotated around a central vertical axis (the 
number  of  points was based in part  on the psychophysi- 
cal studies cited earlier). The radius of  the cylinder was 
15, its height was 30, and the cylinder was located a 
distance of 100 from the observer. The image positions 
and velocities of  the points were computed analytically, 
using perspective projection. Relative noise was added in 
the form of  Gaussian distributed perturbations of  the 
velocities, giving an average error in the velocities of  
20%. The initial 3-D structure considered by the algor- 
ithm was fiat. Figure 3 shows the comparison between 
results obtained under two different conditions. In both 
cases, the points were rotated in increments of  2 °, and 
after every 2 ° of  rotation, half  of  the points disappeared 
and reappeared at different locations on the surface of 
the cylinder. As a consequence, each point persisted for 
only 4 ° of  rotation. [In the experiments of  Husain et al. 
(1989), the cylinder was rotated for 3.5 ° during the short 
point lifetimes of 100 msec, so the amount  of  rotation 
used here was comparable]. For  the results shown in 
Fig. 3a, when the current points disappeared and new 
points appeared, the initial depths of  the new points were 
placed back at the fiat depth plane used as the initial 
solution. Thus motion information was only integrated 
over a rotation of 4 ° of  the points. As shown in Fig. 3a, 
some structure is built up in this case, but there is no 
improvement of  the solution after a few degrees of  
rotation. In contrast, for the results shown in Fig. 3b, a 

° 

........... 
. o  • • .  

~ °  • 

; o  ,~, • . .  ° 

• • 

• "Ii • ° ~ g • I  • .  • " .  ° .  • • • •  

q 
q ° • • 

~. • "  • ~  ° . 

• • °  • o ;  • ° •  ; 
• t o . • ;  

Init ial  S t r u c t u r e  4 o 1 0  o 2 2  ° 

(a) 

• o . •  • . • • . • • • • v  

• " °• * I  

¢ ", - 
., t ',- 

• ° °  ~ • ° ,B ° 1 *  

~ • s  ° ~ ' *  • •  • • " I ,  ° °  ~ • 

In i t ia l  S t r u c t u r e  4 ° 1 0  o 2 2  ° 

(b) 

FIGURE 3. Comparison of the results of the model for displays containing points with short lifetimes (a) without surface 
interpolation and (b) with surface interpolation. The results are shown after total rotations of 4 °, 10" and 2Z'. Relative Gaussian 
noise was added to the image velocities of the points, with tr = 0.5, yielding an average error of 20% in the velocity components. 
The depth and 3-D velocity computations were each performed once and roughly 60 iterations were performed within the 3-D 

velocity computation. 
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smooth surface was interpolated across the depth values 
obtained after every 2 ° of  rotation, and this interpolated 
surface provided the initial depths for newly appearing 
points. With the added surface interpolation, there is a 
rapid convergence toward the cylindrical structure. The 
dense surface representation provided by the interp- 
olation allows the temporal integration process to inte- 
grate motion information over a more extended time and 
helps to smooth out fluctuations in the 3-D structure 
derived from the SFM algorithm as a result of the added 
noise, by imposing a smoother surface interpolation on 
the sparse 3-D data. The interpolated surface also helps 
to speed up the iterative SFM computation by providing 
an initial 3-D solution that is closer to the true structure. 

A basic assumption of  the surface interpolation pro- 
cess is that only a single surface exists at each location 
in the image. For  the case of this transparent cylinder, 
there are two surfaces at each location. To cope with this 
transparency, the moving points were segregated into 
two groups, depending on whether they were moving to 
the left or right in the image, and surface interpolation 
was performed separately on the two groups. [This 
grouping can also be performed simultaneously with 
surface interpolation, based on the reconstructed depths 
(Ando, 1993).] 

Relating these results to perceptual demonstrations, in 
the case of the experiments of  Husain et al. (1989) and 
Treue et  al. (1991), subjects were asked to distinguish 
between an "unstructured" stimulus that can be seen as 
corresponding physically to a volume of  randomly mov- 
ing points, and a "structured" stimulus, in which points 
are placed on the surface of a cylinder. The results 
obtained without surface interpolation shown in Fig. 3a 
are essentially indistinguishable from a random volume 
of  points. Therefore, without surface interpolation, our 
model would not be able to perform the discrimination 
task required in these experiments, similar to human 
observers. On the other hand, the results obtained with 
surface interpolation shown in Fig. 3b could clearly form 
the basis for a successful discrimination, with a relatively 
short total viewing time required. 

The precise rate of buildup of  3-D structure over an 
extended image sequence depends on a number of 
parameters used in the SFM recovery process, including 
the factor 2 that captures the trade-off between the 
rigidity of the computed 3-D structure and the closeness 
of  fit of  the solution to the image velocity measurements 
(see equation 3), the distance metric used to weigh the 
rigidity of the connection between each pair of  points 
(see the discussion around equation 5), the level of  noise 
added to the input velocities, and the number of  iter- 
ations of the depth and 3-D velocity computations at 
each time step. Some discussion of the influence of these 
parameters can be found in Ando (1991, 1993). 

Degradat ion  with f e w e r  poin ts  

When viewing displays with fewer points in motion, 
Husain et  al. (1989) and Treue et  al. (1991) found that 
first, there is a general degradation in performance with 
fewer points, such that greater time is required to judge 

reliably whether a given stimulus is structured or un- 
structured. Second, if the points are repeated at the same 
initial locations after disappearing rather than jumped to 
new random locations, observers are unable to dis- 
tinguish the structured and unstructured stimuli, even 
after long stimulus durations. 

Aspects of the surface interpolation algorithm can 
lead to degradation in performance for fewer points. The 
particular algorithm used here is iterative and uses local 
operations at each iteration to propagate surface depth 
constraints from locations where depth information is 
known to locations at which there is no depth infor- 
mation given. In the case of a smaller number of  points, 
the larger gaps that occur in the image require a larger 
number of iterations to fill in surface shape. This 
phenomenon is illustrated in Fig. 4. We show the results 
of  the surface interpolation algorithm after the same 
number of iterations, for the case of 60 points and 6 
points placed on a grid of size 17 x 17 elements, in Fig. 
4a and b, respectively (again, the choice of the number 
of points used here is motivated in part by the psycho- 
physical studies cited above). The initial data points were 
randomly sampled from the front surface of a cylinder, 
and no noise was added to their depths. Points with no 
initial depth information were placed on a background 
plane of constant depth that was roughly equal to the 
average depth within the front surface of the cylinder. 
After a fixed number of iterations, the solution obtained 
for 60 points is much closer to the true cylindrical shape. 
The solution obtained for fewer points eventually con- 
verges to a similar surface, but far more iterations are 
needed to obtain a comparable solution. When the 
depths of only a few points are given, the interpolated 
surface also depends critically on the spatial distribution 
of the points in the projected 2-D image. As an example, 
Fig. 4c was constructed from a set of 6 points whose 
positions were skewed towards one half of the image of 
the cylinder. A slanted plane emerges that does not curve 
backwards along both borders of  the cylinder, due to a 
lack of explicit depth information on one side. 

The biological vision system is not likely to use an 
algorithm that embodies discrete iterations as we con- 
sider here, but may use a process that requires time to 
converge to a solution, with the amount of time depend- 
ing on the size of the gaps in the image. If a limited time 
is available at each moment, because the object is 
moving rapidly, the interpolation process may not have 
time to converge completely at each moment, requiring 
a larger number of views or longer total viewing time to 
yield a 3-D surface that is adequate for making the 
judgement of structured versus unstructured that is 
required in the Husain et al. (1989) and Treue et al. 
(1991) studies. 

The interpolation scheme used here also computes a 
surface that is most smooth in a mathematical sense, 
through the local propagation of constraints. We could 
also consider a strategy more similar to a filtering 
operation that interpolates the surface by smoothing the 
given depth data with a function such as a Gaussian. If 
the data is sufficiently dense, such an operation may yield 
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(a) (b) (c) 

FIGURE 4. Degradation of the surface interpolation process for fewer points. A set of points in depth are first sampled from 
the surface of a cylinder and locations at which no explicit depth information is given are initially assigned a depth that is 
roughly the average of the known points. (a) The solution obtained after 50 iterations of the surface interpolation algorithm, 
for the case where 60 points are placed on a grid of size 17 × 17 elements. (b) The solution obtained after the same number 
of iterations, for the case of 6 points. (c) The solution obtained for a set of 6 points whose positions are skewed toward one 

side of the cylinder. 

a reasonable approximation to the smoothest surface, 
but the results would degrade as the data become more 
sparse. Note  that the detection of surface discontinuities 
can also become more difficult when image features are 
sparse. 

Finally, it is also possible to associate a confidence 
with the surface depth information derived at each 
location in the image, and this confidence could depend 
on the distance to known depth points or the amount  of  
time that has elapsed since an explicit data point ap- 
peared near a given location. As a consequence of  these 
factors, the confidence associated with the surface infor- 
mation available at a particular location may decay over 
time, if no further evidence of surface shape is presented 
in this image region. For  displays with only a few points 
that are oscillated at a small number  of  locations, the 
confidence in the derived surface may only be high in the 
vicinity of  these few locations, and will always be low in 
regions of  the image that are distant from the moving 
points. On the other hand, when the points are continu- 
ally jumped to new locations, explicit depth data is 
obtained at a larger number of  image locations, possibly 
leading to greater confidence in the surface information 
obtained over a larger portion of the image, which may 
facilitate the judgement of  3-D structure. 

The above discussion focused on the degradation of 
the surface reconstruction process with sparse image 
features. The performance of the SFM recovery algor- 
ithm can also be affected by such sparse texture. For 
example, there are parameters used in the SFM recovery 
algorithm that can affect the relative performance of the 
overall model for sparse and dense patterns of  points. 
Referring to equation (3), there is a factor 2 that controls 
the trade-off between the rigidity of  the solution and the 
extent to which the solution is consistent with the image 
motion measurements. When the density of  moving 
points is low, a larger value of  2, which places greater 
weight on the rigidity of  3-D structure, is needed to 
obtain a reasonable solution. I f  a fixed value of this 
parameter  were used in all contexts, the solution would 
degrade when the image features are more sparse. 

The use of  a separate feature-based SFM recovery 
scheme such as the one presented here helps to reduce 
the degradation that could occur with sparse texture, by 
allowing 3-D structure to be recovered when there is no 
well-defined surface. 

Ramachandran et al.'s two-cylinders demonstrations 

The demonstrations by Ramachandran  et al. (1988) 
suggest interesting interactions between multiple sur- 
faces that are moving nonrigidly with respect to 
one another. This section shows that our model can 
account for a number of  the experimental observations. 
We begin with a simulation of the demonstration 
in which two cylinders of  the same size are superimposed 
in the same region of space, but rotated at different 
speeds. Human  observers perceive two distinct 
surfaces in each direction of  motion, with the faster 
surface bulging outward from the slower surface. 
Figure 5a shows a schematic illustration of the two 
cylinders that underlie the construction of the visual 
stimulus, and Fig. 5b shows a bird's eye view of the 
resulting percept. The SFM process embodied in our 
model derives a 3-D structure that is consistent with this 
percept, as illustrated in Fig. 6. Figure 6a shows a birds' 
eye view of  the true 3-D structure and Fig. 6b shows the 
results of  the SFM algorithm applied to two frames that 
were separated by 1 ° of  rotation of the points. No noise 
was added to the image velocities. The points were 
subsequently grouped by their speed of motion, and 
separate 3-D surfaces were reconstructed for the two 
groups. (To group the points by speed, we divided the 
image into small regions, segregated the points within 
each region into two populations if there were two 
distinct peaks in a histogram of their speeds, and then 
grouped points from one region to the next that had 
similar speeds. This strategy clearly distinguished the 
two groups of points through the central part  of  the 
cylinder.) The results of  this surface reconstruction stage 
are shown in Fig. 6c. The overall impression of one 
surface bulging out from the other is clearly conveyed in 
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FIGURE 5. The perceptual demonstrations of Ramachandran et  al.  (1988). (a) Schematic drawing of the demonstration in 
which two cylinders of the same size are superimposed in the same region of space, but rotated at different speeds. (b) Bird's 
eye view of the percept obtained from a display created from (a). (c) Schematic drawing of the demonstration in which the 
cylinders are of different radius, but the relative speeds are adjusted so that the projected image speed is the same for points 

in the center of the two surfaces. (d) Birds' eye view of the percept obtained from a display created from (c). 

these results. This phenomenon is also preserved with 
short point lifetimes (Treue et  al., 1995). 

This result can be explained in terms of the goal of the 
SFM algorithm. The stimulus is nonrigid and the SFM 
algorithm effectively tries to interpret the stimulus as a 
single object that is deforming as little as possible over 
time. The total change in the 3-D distances between pairs 
of points in the computed 3-D structure is less than the 
total change in these 3-D distances in the true structure. 
The solution shown in Fig. 5b is, in fact, the m o s t  rigid 
structure consistent with the projected image velocities. 
The algorithm derives an interpretation similar to two 
embedded cylinders rotating rigidly with one another. 

The next simulations address the demonstrations in 

which the cylinders are of different radius, but the 
relative speeds are adjusted so that projected image 
speed is the same for points in the center of the two 
surfaces. Figure 5c shows a schematic illustration of the 
two cylinders, and Fig. 5d shows a birds' eye view of the 
resulting percept. Figure 7a shows a birds' eye view of 
the true 3-D structure and Fig. 7b shows the results of 
the SFM algorithm applied to two frames separated by 
1 ° of rotation of the points. No noise was added to the 
image velocities. The points were subsequently grouped 
by their speed of motion, with all of the points in the 
central region of the display participating in both 
groups, and separate surfaces were reconstructed for the 
two groups. The result of surface reconstruction is 

• . : . . . . .  . . . . . . . . . .  .~." 
e~°eeeeeel,eeoo40 e° 

(a) (b) (c) 

FIGURE 6. Simulations with the model applied to perceptual demonstrations of  Ramachandran et al. (1988) shown in Fig. 
5a and b. (a) Birds' eye view of  the true 3-D structure. (b) The results of  the structure-from-motion algorithm applied to two 

frames separated by l ° of  rotation of  the points. (¢) The results of  the surface reconstruction stage. 
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FI G U RE  7. Simulations with the model applied to perceptual demonstrations of Ramachandran et  al. (1988) shown in Fig. 
5c and d. (a) Birds' eye view of  the true 3-D structure. (b) The results of  the structure-from-motion algorithm applied to two 

frames that are separated by I ° of  rotation of  the points. (c) The results of  the surface reconstruction stage. 

shown in Fig. 7c. The results capture the overall subjec- 
tive impression of  the two surfaces merging into a single 
surface in the center. This phenomenon is also preserved 
with short point lifetimes (Treue et al., 1995). This result 
is again due in part to the fact that our model tries to 
interpret the stimulus as a single object whose 3-D 
structure is changing as little as possible over time. 

For  both of the above examples, the final surface 
structure is due primarily to the SFM recovery algorithm 
on its own, as indicated in Figs 6b and 7b. The sub- 
sequent interpolation is not critical here. Note, however, 
that in the case of our model, the additional surface 
interpolation stage is essential to account for the preser- 
vation of this final surface percept when short point 
lifetimes are used. 

The influence of the interpretation of boundaries 

The last issue that we address is the influence of 
constraints on 3-D shape provided by the interpretation 
of object boundaries. We again consider demonstrations 
by Ramachandran et al. (1988) that illustrate this influ- 
ence in human SFM recovery. 

The first demonstration simulates two superimposed 
planes of dots shearing along each other. In the percep- 
tual display, there were stationary boundaries along the 
left and right edges of  the display, and points changed 
their direction of motion when reaching the boundaries, 
giving the impression of points bouncing off the edges. 
The points otherwise underwent a pure translation 
across the display, either to the left or right. It was 
reported that human observers perceive a rotating cylin- 
der when viewing these displays (Ramachandran et al., 
1988). In our companion paper, we note that observers 
perceive some curvature along the borders of  the figure 
and some separation in depth between the two surfaces, 
but the overall percept is flatter than that of the true 
cylinder. 

Three factors may contribute to the perception of  
curved surfaces in this demonstration. First, the initial 
motion measurements may be incorrect near the borders 
of the figure. The true velocities are constant up to the 
borders and suddenly change direction, but the spatial 
and temporal integration embodied in the motion 
measurement mechanisms is likely to distort this pattern 

of  motion, yielding variation in the speed of motion of 
points near the borders that the SFM process then 
interprets as being due to surface curvature. A second 
factor is the "bouncing off" of points at the edges, which 
may provide a direct cue to the presence of a transpar- 
ent, curved surface in rotation. The perception of  curva- 
ture is weaker if the points disappear at the edges 
and reappear at some other location on the edge. 
Finally, if the SFM process combines all of  the points 
and interprets their motion as due to a single object 
undergoing minimal distortion over time, a curved struc- 
ture may emerge at this stage. In the simulations, we 
explore these three possible sources of the perception of 
curvature. 

In the first simulation, we show the result of applying 
the SFM algorithm on its own to all of  the moving 
points together, with no systematic error in the velocity 
measurements along the borders. The result is shown in 
Fig. 8a. The true structure consisting of two fiat planes 
of points superimposed at the same depth is shown on 
the left. The computed 3-D structure, shown on the 
right, consists of two planes with only slight curvature, 
separated in depth. The magnitude of the depth separ- 
ation increases with increased speed of motion of the 
points. 

The next simulation adds systematic error to the input 
velocity measurements. We varied the image speed of 
points near the border so that speed drops off linearly 
with decreasing distance from the border. The SFM 
algorithm was applied to the resulting velocity pattern. 
The result is shown in Fig. 8b. Toward the center of the 
figure, the two surfaces are still fairly flat and separated 
in depth, but there is now more curvature near the edges. 
The precise shape of the surface near the edges depends 
on the particular velocity profile used. 

In the final simulation, we show that if an explicit 
constraint is introduced along the two edges of the 
figure, forcing the gradient of  the surface to be high 
along the edges, then surface interpolation on its own 
can yield a curved surface from an initial set of depths 
corresponding to points on two flat planes that are 
separated in depth. The results of this simulation for a 
single surface are shown in Fig. 8c. The added boundary 
constraint yields a curved surface near the edges of the 
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display. Our  conclusion f rom these and earlier results is 
that  the perception o f  curvature  in these displays can be 
due to any or  all o f  the above factors. 

In a second demonstra t ion,  R a m a c h a n d r a n  e t  al. 

(1988) masked off  vertical sections on the left and 
right edge o f  a rotat ing r andom-do t  cylinder. It was 
reported that  the t runcated cylinder is perceived as a 
cylinder with a smaller radius. We note in our  compan-  
ion paper  that  we do perceive a single, narrower  object 
in rota t ion with higher curvature  at its borders, but  the 
true percept is flatter than that  derived f rom the nar row 
cylinder. Fur thermore ,  if the t runcated cylinder is 
masked in such a way that the subject perceives a 
window in f ront  o f  the cylinder, it no longer appears as 
a narrower,  more  highly curved object. In the terms 
suggested by N a k a y a m a ,  Shimojo and Silverman (1988), 
when the image o f  the cylinder is simply truncated, the 
new virtual borders o f  the figure are interpreted as being 
i n t r i n s i c  to the object surface, and are perceived as 
boundaries  o f  an object rotat ing in depth. When  the 
figure is sur rounded by a mask that  is perceived as an 
aperture,  the borders o f  the moving pattern are now 
e x t r i n s i c  to the inner surface and are no longer inter- 
preted as the curved boundaries  o f  an object rotat ing in 
depth. 

One hypothesis  consistent with the above observations 
is that  subjects perceive the points as "bounc ing  off"  the 
new edge, which leads to the inference that  this is the 
edge o f  a curved surface, in t roducing higher curvature  at 
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FIGURE 9. The influence of constraints on surface shape from object 
boundaries. The image of points on the surface of a vertical rotating 
cylinder is truncated along the left and right borders. (a) Birds' eye 
view of the 3-D structure obtained when the structure-from-motion 
algorithm is applied to all of the moving points together. The solution 
is essentially identical to the true structure of the points. (b) The 
reconstructed front surface without imposing the occluding boundary 
constraint. (c) The 3-D structure obtained when systematic error is 
added to the velocities of the moving points at the borders of the 
display. (d) The result of the surface interpolation algorithm applied 
to the depth information derived in (a), with added constraints that 
force the gradient of depth to be high along the borders of the display. 
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FIGURE 8. Simulations with the two-planes demonstration of 
Ramachandran et al. (1988). (a) The true structure (left) consists of two 
sets of points at the same depth, which translate to the left and right, 
respectively. On the right are shown the results obtained when the 
structure-from-motion algorithm on its own is applied to all of the 
points together. (b) The results obtained when systematic error is 
added to the image motions derived for points near the borders of the 
display. (c) The result of the surface interpolation algorithm applied 
to the depth information derived in (a) for one of the two surfaces, with 
added constraints that force the gradient of depth to be high along the 

borders of the display. 

this edge for the surface interpolation process (i.e. higher 
curvature  than what  is actually conveyed by the relative 
movement  o f  the points at this edge). Viewers do report  
that  the points appear  to bounce off the edges o f  the 
display when they are not scrutinized. The SFM algor- 
ithm on its own, applied to all o f  the points together, 
yields the correct 3-D structure in this case, as shown in 
Fig. 9a. This is similar to the percept derived when the 
truncated cylinder appears to be viewed through an 
aperture. The reconstructed front surface is shown in 
Fig. 9b. I f  systematic error  in the velocity measurements  
is in t roduced near the borders o f  the truncated cylinder, 
so that the speeds o f  mot ion  of  the points drop off near 
the borders, then the solution looks like a narrower  
object in rotat ion with higher curvature  at its borders, 
a l though the separation in depth between the front  and 
back surfaces is still high (see Fig. 9c). Finally, if in the 
surface reconstruction stage, constraints are placed 
along the two borders o f  the truncated cylinder that 
force the derivative o f  depth to be high, we also obtain 
a narrower,  more  curved object, similar to the result 
shown in Fig. 8c (see also, Alo imonos  & Huang,  1991). 
When a mask is placed a round  the truncated cylinder 
that is perceived as an aperture, these boundary  con- 
straints may not be imposed (see also, T h o m p s o n  e t  al . ,  

1992). Again, we conclude that a number  o f  factors can 
lead to the perception o f  higher curvature in this display. 
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SUMMARY AND CONCLUSIONS 

This paper addressed the computational role that the 
construction of  a complete surface representation plays 
in the recovery of 3-D structure from motion. We first 
discussed the need to integrate surface reconstruction 
with the SFM process on computational grounds, and 
then reviewed perceptual observations that support this 
need and place constraints on the nature of the under- 
lying mechanisms. The experimental observations pre- 
sented in our companion paper (Treue et  al., 1995) 
further strengthen our hypothesis regarding the import- 
ant interaction of these two processes. We then presented 
a model that combines a feature-based SFM recovery 
algorithm, temporal integration and surface reconstruc- 
tion. The latter component of this model allows multiple 
surfaces to be represented in a given viewing direction, 
incorporates constraints on surface structure from object 
boundaries, and segregates image features onto multiple 
surfaces on the basis of their 2-D image motion. 

The results of  computer simulations suggest that our 
model can provide a qualitative account for a number of  
perceptual phenomena regarding the possible role of 
surface reconstruction in SFM recovery. We also showed 
that aspects of the motion measurement and SFM 
recovery algorithms can contribute to some of these 
phenomena, in addition to surface reconstruction. The 
model is able to build up 3-D shape over an extended 
time period when the lifetimes of moving points are very 
short. In our model, surface interpolation is critical to 
achieving this particular capability. A number of factors 
in the overall process of 3-D shape recovery can yield 
degradation with fewer points in motion, consistent with 
human perception. Finally, our model can account for 
many of the demonstrations presented by Ramachan- 
dran et  al. (1988) illustrating interesting interactions 
between multiple surfaces in motion and the influence of 
object boundaries on perceived shape. These latter con- 
clusions are also based on extensions and clarifications 
of these demonstrations presented in our companion 
paper (Treue et  al., 1995). 

Our work raises a number of questions for further 
investigation. One issue regards the quantitative aspects 
of the surface that humans perceive as being interpolated 
through explicit depth information, whether the data is 
derived from the SFM cue or other sources such as 
stereo. As we noted earlier, a number of  algorithms have 
been proposed for performing smooth surface approxi- 
mation, which may yield different behavior. Subjectively, 
we perceive a smooth surface when the data is dense, but 
may derive a more "faceted" surface when presented 
with sparser patterns. More sensitive psychophysical 
experiments are needed to distinguish between possible 
models for surface reconstruction. 

A second question that arises is the precise nature of  
the grouping processes used to segregate points into 
different groups based on their image direction and 
speed, for the purpose of  the SFM motion or surface 
reconstruction processes. This grouping task becomes 
more difficult, for example, when two or more curved 

transparent surfaces move with different speeds, yielding 
points moving with multiple speeds in small regions of  
the image that are also varying from one region to the 
next. It may also be possible to group features on the 
basis of depth itself, after some initial 3-D structure has 
been derived. 

A third question is how to determine the appropriate 
surface boundary constraints automatically, from the 
observed pattern of 2-D image motion. This issue be- 
comes especially important for the analysis of natural 
images that contain large regions of  very sparse texture. 

Finally, the hypothesis that there exists a separate 
surface reconstruction process that integrates 3-D infor- 
mation from multiple cues naturally raises the question 
of how this information is combined, particularly in 
situations where inconsistencies arise between these 
different cues. 
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